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NONLOCAL MULTIPOINT PROBLEM FOR ORDINARY DIFFERENTIAL EQUATION OF EVEN ORDER WITH INVOLVATION


We study a nonlocal multipoint problem for an ordinary differential equation of even order with coefficients containing an involution operator. The spectral properties of a self-adjoint operator with boundary conditions generalizing the conditions of antiperiodicity are investigated. For a differential equation of even order, we consider a problem with multipoint conditions that are perturbations of self-adjoint boundary conditions. We study cases when multipoint conditions include boundary conditions that are regular, but not strongly regular according to Birkhoff, or irregular. The eigenvalues and elements of the system of the root functions of the operator of the problem are determined. It is proved that the system is complete and contains an infinite number of associated functions. Sufficient conditions are obtained for which this system is a Riesz basis. Similar results are obtained for the operator generated by the multipoint problem for an ordinary differential equation of even order with coefficients containing the involution operator.

1. Introduction. We will use the following notation. Let

\[ W_{2}^{2n}(0,1) := \left\{ y \in L_{2}(0,1) : y^{(m)} \in C[0,1], y^{(2n)} \in L_{2}(0,1) ; \ m = 0, 1, \ldots, 2n - 1 \right\} ; \]

\[ (y, u; W_{2}^{2n}(0,1)) := \sum_{k=0}^{2n} (y^{(k)}, u^{(k)}; L_{2}(0,1)) , \quad \| y; W_{2}^{2n}(0,1) \|^{2} := (y, y; W_{2}^{2n}(0,1)) ; \]

\[ W^{*}(0,1) \] is the space of continuous linear functionals over \( W_{2}^{2n}(0,1) ; \]

\[ [L_{2}(0,1)] \] is the algebra of the bounded linear operators \( A : L_{2}(0,1) \to L_{2}(0,1) ; \]

\( I : L_{2}(0,1) \to L_{2}(0,1) \) is the operator of involution; \( Iy(x) := y(1 - x) ; \)

\( p_{j} := \frac{1}{2}(E + (-1)^{j}I) \) are the orthoprojectors of the space \( L_{2}(0,1) ; \)

\( H_{j} \equiv \{ y \in L_{2}(0,1) : y = p_{j}y \} ; \quad K_{j} := \left\{ e^{icx} + (-1)^{j}e^{ic(1-x)} , c \in \mathbb{R} \right\} , \quad j = 0, 1. \)

A function from the space \( H_{0} \ (H_{1}) \) will be called symmetric (antisymmetric), respectively. A boundary condition will be called symmetric if the kernel of the corresponding functional belongs to an arbitrary function from \( K_{1} (K_{0}) \).

2. Statment of the problem. Properties of the system of root functions of boundary value problems are important in constructing solutions of many non-stationary problems by means of the Fourier method or its analogues. For the case of ordinary differential equations, on the
finite interval, spectral properties of the system of eigenfunctions of boundary-value problems generated by strongly regular according to Birkhoff boundary conditions is established in [6], [7], [13], [14], [16], [20]–[23].

In the case when the boundary conditions are regular but not strongly regular, in the papers [10], [15], [19] it was established that the system of root subspaces corresponding to the multiple eigenvalues of the boundary value problem forms the Riesz’s basis of space of subspaces. In the papers [8], [17] boundary value problems for higher-order differential equations with coefficients containing the involution operator were studied. The properties of non-self-adjoint operators determined in an abstract separable Hilbert space were studied in [11].

The paper continues to study the spectral properties of multipoint problems for differential equations of even order (see [1]–[5], [11], [12]) .

Consider the multipoint problem

\[
(-1)^n y^{(2n)} (x) + \sum_{j=1}^{n} a_j (I) g_j (x) = f (x), \quad x \in (0, 1),
\]

\[
l_j y := y^{(j-1)} (0) - (-1)^j y^{(j-1)} (1) + \sum_{s=0}^{r} \sum_{m=0}^{k_j} b_{j,m,s} y^{(m)} (x_s) = 0, \quad j = 1, 2, \ldots, n,
\]

\[
l_{n+j} y := y^{(j)} (0) - (-1)^j y^{(n+j-1)} (1) = 0, \quad j = 1, 2, \ldots, n,
\]

where

\[
a_j (I) g_j := a_j \left( y^{(2j-1)} (x) - y^{(2j-1)} (1-x) \right), \quad 0 = x_0 < x_1, \ldots, x_r < 1,
\]

\[
a_j \in \mathbb{R}, \quad b_{j,m,s} \in \mathbb{R}, \quad m = 0, 1, \ldots, k_j, \quad k_j < 2n, \quad s = 0, 1, \ldots, r, \quad j = 1, 2, \ldots, n.
\]

3. Self-adjoint boundary value problem. We consider the boundary-value problem

\[
(-1)^n y^{(2n)} (x) = f (x), \quad x \in (0, 1),
\]

\[
l_{0,j} y := y^{(j-1)} (0) - (-1)^j y^{(j-1)} (1) = 0, \quad j = 1, 2, \ldots, n,
\]

\[
l_{0,n+j} y := y^{(n+j-1)} (0) - (-1)^j y^{(n+j-1)} (1) = 0, \quad j = 1, 2, \ldots, n.
\]

Let $L_0$ be the operator of boundary-value problem (4)–(6).

$L_0 y := (-1)^n y^{(2n)} (x), \quad y \in D (L_0), \quad D(L_0) := \{ y \in W_2^{2n} (0, 1) : l_{0,j} y = 0, \quad j = 1, 2, \ldots, 2n \}.$

Assumption $B_1$: $n = 2\beta + 1, \quad \beta \in \mathbb{N}.$

Remark 1. The following relations are true

\[ l_{0,j} \in W_0^* (0, 1), \quad l_{0,n+j} \in W_1^* (0, 1), \quad j = 1, 2, \ldots, n. \]

Let us consider the eigenvalue problem for an operator $L_0$

\[
(-1)^n y^{(2n)} (x) - \lambda y = 0, \quad l_{0,j} y = 0, \quad \lambda \in \mathbb{C}, \quad j = 1, 2, \ldots, 2n.
\]

Theorem 1. Assume that the condition $B_1$: $n = 2\beta + 1$ is fulfilled. Then, all non-zero eigenvalues of the operator $L_0$ are of an even multiplicity.
Proof of Theorem 1. The roots $\rho_j$ of the characteristic equation $(-1)^n \rho^{2n} = \lambda$, $\left|\arg \rho\right| \leq \frac{1}{2n} \pi$, which corresponds to the differential equation (7), are defined by the relations

$$(\omega_j)^{2n} = (-1)^n = -1, \ \omega_1 = i, \ \omega_j = \omega_1 \exp \frac{j \pi}{n} (j - 1), \ j = 2, 3, \ldots, n.$$  

Consider the fundamental system of solutions of the differential equation (7)

$$y_j (x, \rho) := e^{w_j \rho x} + e^{w_j \rho(1-x)} \in H_0, \ j = 1, 2, \ldots, n, \quad (8)$$

$$y_{n+j} (x, \rho) := e^{w_j \rho x} - e^{w_j \rho(1-x)} \in H_1, \ j = 1, 2, \ldots, n. \quad (9)$$

Substituting the general solution

$$y (x, \rho) := \sum_{p=1}^{2n} c_p y_p (x, \rho), \ c_p \in \mathbb{R}, \ p = 1, 2, \ldots, 2n, \quad (10)$$

of differential equation (7) into the boundary conditions (5), (6), we obtain the equation for determining the eigenvalues of the operator $L_0$

$$\Delta (\rho) := \det (l_{0,m} y_q)_{m,q=1}^{2n} = 0.$$

From the assumption $B_1$ and the relations (8), (9), we have the equalities

$$l_{0,n+j} y_m (x, \rho) = 0, \ l_{0,j} y_{n+m} (x, \rho) = 0, \ j, m = 1, 2, \ldots, n,$$

$$\Delta (\rho) = \rho^{n^2} \prod_{j=1}^{n} (\omega_j)^n \Delta_0^2 (\rho) = (-1)^j i \rho^{n^2} \Delta_0^2 (\rho) = 0, \quad (11)$$

$$\Delta_0 (\rho) = \rho^\alpha \det \left( (\omega_m)^{-1} \left( 1 + (-1)^{j-1} e^{\omega_m \rho} \right) \right)^n_{j,m=1}, \ \alpha = \frac{1}{2} n (n - 1).$$

\[\square\]

Lemma 1. Assume that the condition $B_1$ is fulfilled. Then, the operator $L_0$ is self-adjoint.

Proof of Lemma 1. From the equalities (5) for $j = s$ and from the equalities (6) for $n + j = 2n - s - 1$, we obtain

$$y^{(s-1)} (0) = (-1)^s y^{(s-1)} (1), \ y^{(2n-s)} (0) = (-1)^s y^{(2n-s)} (1), \ y \in D(L_0), \ s = 1, 2, \ldots, n.$$  

Thus,

$$y^{(2n-s)} (1) y^{(s-1)} (1) - y^{(2n-s)} (0) y^{(s-1)} (0) = 0.$$  

We multiply the obtained equalities by the numbers $(-1)^{s-1}$, and sum them up for $s = 1, 2, \ldots, 2n$.

The obtained result is to be substituted into the relation

$$((-1)^n y^{(2n)}, y; L_2 (0, 1)) = \sum_{s=1}^{2n} (-1)^{s-1} (y^{(2n-s)} (1) y^{(s-1)} (1) - y^{(2n-s)} (0) y^{(s-1)} (0)) +$$

$$+ (y, (-1)^n y^{(2n)}; L_2 (0, 1)).$$

Thus,

$$((-1)^n y^{(2n)}, y; L_2 (0, 1)) = (y, (-1)^n y^{(2n)}; L_2 (0, 1)), \ y \in D(L_0).$$

\[\square\]
Therefore, the operator $L_0$ is self-adjoint and there exists a numerical sequence $\{\rho_q\}_{q=0}^{\infty}$ of roots of the equation (11), which are numbered in ascending order and lie on the half-line $\text{Im} \rho = 0$, $\text{Re} \rho \geq 0$.

Let $\lambda_q = (\rho_q)^{2n}$ be corresponding eigenvalues of the operator $L_0$, $q = 0, 1, \ldots$.

We determine a system of eigenfunctions of $L_0$. Using the elements of systems (8), (9), we construct the functions

$$v_{0,q}(x) := \theta_{0,q} \begin{vmatrix} y_{1}(x, \rho_q) & \cdots & y_{n}(x, \rho_q) \\ l_{0,2}y_1 & \cdots & l_{0,2}y_n \\ \vdots & \cdots & \vdots \\ l_{0,n}y_1 & \cdots & l_{0,n}y_n \end{vmatrix}, \quad q = 1, 2, \ldots,$$

$$v_{0,q}(x) := \theta_{1,q} \begin{vmatrix} y_{1}(x, \rho_q) & \cdots & y_{m}(x, \rho_q) & \cdots & y_{n}(x, \rho_q) \\ \omega_1(1 - e^{\omega_1 \rho_q}) & \cdots & \omega_m(1 - e^{\omega_m \rho_q}) & \cdots & \omega_n(1 - e^{\omega_n \rho_q}) \\ \vdots & \cdots & \vdots & \cdots & \vdots \\ (\omega_1)^{n-1}(1 + e^{\omega_1 \rho_q}) & \cdots & (\omega_m)^{n-1}(1 + e^{\omega_m \rho_q}) & \cdots & (\omega_n)^{n-1}(1 + e^{\omega_n \rho_q}) \end{vmatrix}, \quad q = 1, 2, \ldots.$$  

(12)

We choose the parameters $\theta_{0,q}$ so that $\|v_{0,q}(x)\|_{L_2(0,1)} = 1$, $q = 1, 2, \ldots$.

Analogically, we determine the eigenfunctions $v_{1,q}(x) \in L_2(0,1)$ of the operator

$$v_{1,q}(x) := \theta_{2,q} \begin{vmatrix} y_{n+1}(x, \rho_q) & \cdots & y_{2n}(x, \rho_q) \\ l_{0,n+2}y_1 & \cdots & l_{0,n+2}y_n \\ \vdots & \cdots & \vdots \\ l_{0,n}y_1 & \cdots & l_{0,n}y_n \end{vmatrix}, \quad q = 0, 1, \ldots,$$

$$v_{1,q}(x) := \theta_{3,q} \begin{vmatrix} y_{n+1}(x, \rho_q) & \cdots & y_{2n}(x, \rho_q) \\ (\omega_1)^{n+1}(1 - e^{\omega_1 \rho_q}) & \cdots & (\omega_n)^{n+1}(1 - e^{\omega_n \rho_q}) \\ \vdots & \cdots & \vdots \\ (\omega_1)^{2n-1}(1 + e^{\omega_1 \rho_q}) & \cdots & (\omega_n)^{2n-1}(1 + e^{\omega_n \rho_q}) \end{vmatrix}, \quad q = 0, 1, \ldots.$$  

(13)

We choose the parameters $\theta_{3,q}$ so that $\|v_{1,q}(x, L_0)\|_{L_2(0,1)} = 1$, $q = 0, 1, \ldots$.

The normed eigenfunctions of the operator $L_0$ which correspond to the eigenvalue $\lambda_0 = 0$ are determined by the formula

$$v_{1,0}(x) = \sqrt{3}(2x - 1), \quad v_{2,0}(x) = \sqrt{7}(2x - 1)^2, \ldots, v_{\beta,0}(x) := \sqrt{4\beta - 1}(2x - 1)^{2\beta - 1}.$$

It follows from the self-adjointness of the operator $L_0$ that the system of the functions

$$V(L_0) := \{v_{j,q}, v_{s,0}(x, L_0) \in L_2(0,1), s = 1, 2, \ldots, \beta, j = 0, 1, q = 1, 2, \ldots\}$$

forms an orthonormal basis of the space $L_2(0,1)$.

**Remark 2.** The systems of functions $V_1(L_0) := \{v_{1,q}(x) \in L_2(0,1), q = 1, 2, \ldots\}$, $V_0(L_0) := \{v_{m,0}(x), v_{q,0}(x) \in L_2(0,1), m = 1, 2, \ldots, \beta, q = 1, 2, \ldots\}$ form orthonormal bases of the spaces $H_0, H_1$, respectively.
Define the determinants (12), (13) using the relations

\[ v_{0,q}(x) := \theta_{1,q} \sum_{m=1}^{n} \Delta_{1,m}^0(p_q) y_m(x, \rho_q), \]
\[ v_{1,q}(x) := \theta_{3,q} \sum_{m=1}^{n} \Delta_{1,m}^1(p_q) y_{n+m}(x, \rho_q), \]
\[ \Delta_{1,m}^1(p_q) = (-1)^{m-1} \Delta_{1,m}^0(p_q), \]
\[ \Delta_{1,m}^0(p_q) = (-1)^{m-1} \Delta_{1,m}^0(p_q), m = 1, 2, \ldots, n, \]

Let
\[ y_{1,m}(x, \rho_q) := \omega_m (1 - 2x) y_{n+m}(x, \rho_q) \in H_0, m = 1, 2, \ldots, n, \]
\[ y_{1,n+m}(x, \rho_q) := \omega_m (1 - 2x) y_m(x, \rho_q) \in H_1, m = 1, 2, \ldots, n, \]
\[ y_{2,1}(x, \rho_q) := \sum_{j=1}^{n} \Delta_{1,j}^0(p_q) y_{1,j}(x, \rho_q), \]
\[ y_{2,m}(x, \rho_q) := y_m(x, \rho_q) m = 2, 3, \ldots, n, \]

By means of direct calculation we make sure that the following relations are true
\[ L_0 y_{2,1}(x, \rho_q) = \lambda_q y_{2,1}(x, \rho_q) + \xi_{0,q} v_{0,q}(x), \xi_{0,q} = -4n (p_q)^{2n-1} (\theta_{1,q})^{-1}, q = 1, 2, \ldots. \]

4. Nonlocal boundary-value problems. For arbitrary \( p \in \{1, 2, \ldots, n\}, k \in \{0, 1, \ldots, 2n - 1\}, \) \( b \in \mathbb{R}, \) we consider the boundary-value problem
\[ (-1)^n y^{(2n)}(x) = f(x), x \in (0, 1), \]
\[ l_{1,j} y := y^{(j-1)}(0) - (-1)^j y^{(j-1)}(1) = 0, j \neq p, j = 1, 2, \ldots, n, \]
\[ l_{1,p} y := y^{(p)}(0) - (-1)^p y^{(p)}(1) + l_{1,p,k} y = 0, \]
\[ l_{1,n+j} y := y^{(n+j-1)}(0) - (-1)^{n+j-1} y^{(n+j-1)}(1) = 0, j = 1, 2, \ldots, n, \]

where
\[ l_{1,p,k} y := b \left( y^{(k-1)}(0) + (-1)^p y^{(k-1)}(1) \right). \]

Let \( L_1 := L_{1,p,k,b} \) be the operator of the problem (17)–(21),
\[ L_1 y := (-1)^n y^{(2n)}(x), y \in D(L_1), D(L_1) := \{ y \in W_2^{2n}(0, 1) : l_{1,j} y = 0, j = 1, 2, \ldots, 2n \}, \]
\( V(L_1) \) be the system of root functions of the operator \( L_1. \)

For any eigenvalue \( \lambda_q \) of the operator \( L_1 \) and the corresponding eigenfunction \( v_{0,q}(x, L_1), \)
the function \( v_{1,q}(x, L_1) \in D(L_1), \) will be called the root function of the operator \( L_1; \) this function for some \( c \in \mathbb{C} \) is a solution of the differential equation
\[ (-1)^n y^{(2n)}(x) - \lambda_q y(x) = cv_{0,q}(x, L_1), q = 0, 1, \ldots. \]

Similarly, the root functions of other orders are defined by
\[ (-1)^n v_{j+1,q}^{(2n)}(x, L_1) - \lambda_q v_{j+1,q}(x, L_1) = cv_{j,q}(x, L_1), j > 1, j \in \mathbb{N}, q = 1, 2, \ldots. \]
**Theorem 2.** For any \( p \in \{1, 2, \ldots, n\}, \ k \in \{0, 1, \ldots, 2n - 1\}, \ b \in \mathbb{R}, \)

1) the eigenvalues of the operators \( L_0 \) and \( L_1 \) coincide,

2) the system of functions \( V(L_1) \) is complete and minimal in the space \( L_2(0, 1) \).

**Proof of Theorem 2.** We show that the eigenvalues of the operators \( L_0, \ L_1 \) coincide.

Substituting the general solution of the differential equation (10) into boundary conditions (18)–(21), we obtain a system of linear equations of the system of functions

**Theorem 2.** For any \( p \in \{1, 2, \ldots, n\}, \ k \in \{0, 1, \ldots, 2n - 1\}, \ b \in \mathbb{R}, \)

1) the eigenvalues of the operators \( L_0 \) and \( L_1 \) coincide,

2) the system of functions \( V(L_1) \) is complete and minimal in the space \( L_2(0, 1) \).

**Proof of Theorem 2.** We show that the eigenvalues of the operators \( L_0, \ L_1 \) coincide.

Substituting the general solution of the differential equation (10) into boundary conditions (18)–(21), we obtain a system of linear equations of the system of functions

\[
\begin{align*}
\beta^p_{m,s}(\rho_q) &= 2\omega^p_s(1 - (-1)^{p-1}e^{\omega_s \rho_q}) + 2(p - 1)\omega^p_s(-\rho_q^{-1})(1 + (-1)^{p-1}e^{\omega_s \rho_q}), m = p, \\
\beta^p_{m,s}(\rho_q) &= 2\omega^m_s(1 + (-1)^{m-1}e^{\omega_s \rho_q}), m \neq p, \ m, \ s = 1, 2, \ldots, n, \ q = 1, 2, \ldots,
\end{align*}
\]

Let

\[
y_{3,p}(x, \rho_q) := \det B_p(x, \rho_q), \quad \Delta_{0,p}(\rho_q) := l_{1,p}y_{3,p}(x, \rho_q) = l_{0,p}y_{3,p}(x, \rho_q).
\]

Substituting the function (23) into the boundary conditions (18)–(21), we obtain the relations

\[
l_{1,j}y_{3,p}(x, \rho_q) = l_{0,j}y_{3,p}(x, \rho_q) = 0, \ j \neq p, \ j, \ p = 1, 2, \ldots, n, \ q = 1, 2, \ldots.
\]

The root function of the operator \( L_1 \) is defined by the formula

\[
v_{1,q}(x, L_1) := v_{1,q}(x) + c_{p,k}(\rho_q)y_{3,p}(x, \rho_q), \quad q = 1, 2, \ldots
\]

Substituting this expression into the boundary condition (19) we determine the unknown parameter

\[
c_{p,k}(\rho_q) = -l_{1,k}v_{1,q}(x)\Delta_{0,p}^{-1}(\rho_q), \quad q = 1, 2, \ldots
\]
Lemma 2. Let \( \rho_q \) be the set of the operators \( L_1 \) determined by the formulas (22)–(25). Thus, the operator \( L_1 \) has functions which are root functions in the sense of the following equalities

\[
L_1 v_{0,q}(x, L_1)(x) = \lambda_q v_{0,q}(x, L_1)(x) - \lambda_q v_{1,q}(x, L_1) = \xi_{p,k,q} v_{0,q}(x, L_1),
\]

where \( |\xi_{p,k,q}| \leq C_4 \rho_q^{2n-1+k-p}, \quad q = 1, 2, \ldots \).  

There is an adjoint problem for the problem (17)–(21). From the root functions of the operator of the adjoint problem, one can construct a system \( W_1(L_1) \) which is biorthogonal to the systems \( V(L_1) \).

Therefore, the system \( V(L_1) \) is complete and minimal in the space \( L_2(0, 1) \).

5. Transformation operators. Let \( G := \{g_q(x)\}_{q=1}^{\infty} \) be a sequence of functions from the set \( C^\infty[0, 1] \) with the property

\[
g_q(x) \equiv g_q(1-x), \quad g_q^{(m)}(x) \equiv (-1)^m g_q^{(m)}(1-x), \quad x \in [0, 1], \quad q = 1, 2, \ldots.
\]

We consider the system \( Z(G) \) of the functions

\[
z_{m,0}(x) := v_{m,0}(x), \quad m = 1, 2, \ldots, \beta, \quad z_{0,q}(x) := v_{0,q}(x), \quad z_{1,q}(x) := v_{1,q}(x) + g_q(x),
\]

\[
q = 1, 2, \ldots.
\]

For each system \( Z(G) \) in the space \( L_2(0, 1) \), we determine an operator \( R(G) := E + S(G) \) that maps the elements of the system \( V(L_0) \) into the corresponding elements of the system \( Z(G) \)

\[
z_{m,0}(x) := R(G)v_{m,0}(x), \quad m = 1, 2, \ldots, \beta, \quad z_{m,q}(x) := R(G)v_{m,q}(x), \quad m = 0, 1, \quad q = 1, 2, \ldots.
\]

Let \( \Gamma(L_0) \) be the set of all the possible systems \( Z(G) \) whose elements are determined by the formula (29), \( Q(L_0) \) be the set of the operators \( R(G) \), \( Q_c(L_0) := Q(L_0) \cap [L_2(0, 1)] \).

Lemma 2. Any system of the functions \( Z(G) \) whose elements are determined by formula (28), (29) is complete and minimal in the space \( L_2(0, 1) \).
Proof of Lemma 2. We shall prove by contradiction that $Z(G)$ is complete in the space $L_2(0,1)$.

Let there exist a function $h \in L_2(0,1)$, $h = h_0 + h_1$, $h_j \in H_j$, $j = 0, 1$ with the property

$$ (h, z_{k,q}(x); L_2(0,1)) = 0, \quad k = 1, 2, \ldots, \beta, \quad q = 0, k = 0, 1, \quad q = 1, 2, \ldots. \quad (30) $$

Taking into account the formula (29) and Remark 2, we obtain $h_0 = 0$, $h = h_1$. Then, from the definition of functions (29) and assumption (30), we deduce the equality

$$ (h, z_{1,q}(x); L_2(0,1)) = (h, v_{1,q}(x); L_2(0,1)) = 0, \quad q = 1, 2, \ldots. $$

Applying Remark 2, we obtain $h \equiv 0$.

Thus, the system $Z(G)$ is complete in $L_2(0,1)$.

For any operators $R(G_j) = E + S(G_j) \in Q(L_0)$ we get $S(G_j): H_1 \to L_2(0,1)$, $S(G_j): L_2(0,1) \to 0$, $S(G_1)S(G_2) = S(G_2)S(G_1) = 0$.

On the set $Q(L_0)$ we define the operation of multiplication

$$ RG_2)R(G_1) = (E + S(G_1))(E + S(G_2)) = E + S(G_1) + S(G_2). $$

From the definition for the operator $S(G): H_1 \to L_2(0,1)$, $S(G): L_2(0,1) \to 0$, we deduce $S^2(G) = 0$.

Therefore, $(E + S(G))(E - S(G)) = E$, and there exists an operator $R(G)^{-1} = E - S(G)$.

Consequently, the system $Z(G)$ of functions is minimal in the space $L_2(0,1)$.

Multiplication of operators is commutative. Therefore, the following Lemma is true.

Lemma 3. A set $Q(L_0)$ is the Abelian group of operators with respect to multiplication, which contains an Abelian group $Q_c(L_0)$.

Let $\{\phi_q\}_{q=1}^{\infty} \subset \mathbb{C}$ be the bounded sequence, $|\phi_q| \leq C_5 < \infty$, $q = 1, 2, \ldots$.

We consider the particular case of a system $G$: $G_\phi := \{g_q(x) := \phi_q(1-2x)v_{1,q}(x), \quad q = 1, 2, \ldots\}$.

Lemma 4. For any bounded sequence $\{\phi_q\} \subset \mathbb{C}$ the system $Z(G_\phi)$ is the Riesz basis in the space $L_2(0,1)$.

Proof of Lemma 4. We show that the operator $R(G_\phi)$ is bounded.

For arbitrary

$$ h = \sum_{j,q} h_{j,q} v_{j,q}(x) \in L_2(0,1), \quad h_{j,q} = (h, v_{j,q}(x); L_2(0,1)), \quad j = 0, 1, \quad q = 1, 2, \ldots, $$

we estimate the norm of the function $f = R(G_\phi)h$ in the space $L_2(0,1)$.

Thus,

$$ f = \sum_q (h_{0,q} v_{j,q}(x) + h_{1,q}(1 + \phi_q(1-2x))v_{1,q}(x)), $$

$$ \|f; L_2(0,1)\|^2 \leq 6 \sum_{j,q} h_{j,q}^2 + 4C_5^2\|h; L_2(0,1)\|^2 \leq C_6^2\|h; L_2(0,1)\|^2, \quad C_6^2 = 6 + 4C_5^2, $$

$$ \|R(G_\phi); [L_2(0,1)]\| \leq C_6. $$

Taking into account the equality $R^{-1}(G_\phi) = 2E - R(G_\phi) \in [L_2(0,1)]$ and N. K. Bari theorem ([9]) we obtain statement of the lemma.
6. Boundary value problem with regular according to Birkhoff conditions. Let $k = p$,

$$I_{p,p}^1 y := b \left( p^{(p-1)}(0) + (-1)^p y^{(p-1)}(1) \right), \quad (31)$$

$L_2 := L_{2,p,b}$ be the operator of the problem (17)–(20), (31); $V(L_2)$ be the system of root functions of the operator $L_2$, which are determined by the relations

$$v_{m,0}(x, L_2) := v_{m,0}(x), \quad v_{0,q}(x, L_2) := v_{0,q}(x), \quad m = 1, 2, \ldots, \beta, \quad q = 1, 2, \ldots, (32)$$

$$v_{1,q}(x, L_2) := v_{1,q}(x) + c_{p,p}(\rho_q) y_{3,p}(x, \rho_q), \quad q = 1, 2, \ldots. (33)$$

Substituting this expression into the boundary condition (19), we determine the unknown value

$$c_{p,p}(\rho_q) = -l_p^1 v_{1,q}(x) \Delta_{0,p}^{-1}(\rho_q), \quad q = 1, 2, \ldots. (34)$$

**Theorem 3.** For arbitrary $p \in \{1, 2, \ldots, n\}$, $b \in \mathbb{R}$, the system $V(L_2)$ is a Riesz basis in the space $L_2(0, 1)$.

**Proof of Theorem 3.** Taking into account the inequality (27), we obtain the relationship $|c_{p,p}(\rho_q)| \leq C_3|b|$

Let $\beta^1(\rho_q) := \det(\beta_{m,s}(\rho_q))_{m,s=2}^n$, $\beta_{m,s} := 2^{m-1}(1 + (-1)^{m-1}) \exp \omega_s \rho_q$. We determine the numbers $c_{p}^1(\rho_q)$ by means of the equality

$$c_{p}^1(\rho_q) = c_{p,p}(\rho_q) \beta^1(\rho_q). \quad (35)$$

Let $\phi_q = c_{1,p}(\rho_q), \quad g_q(x) := c_{1,p}(\rho_q)v_{1,q}(x), \quad q = 1, 2, \ldots$. Taking into account the inequality (27), we obtain the inequality $|c_{p}^1(\rho_q)| \leq C_3|b|$.

Taking into account Lemma 4, we obtain the assertion: $Z(G_{\phi})$ is the Riesz basis in this space $L_2(0, 1)$.

Consider the sequence of functions

$$\psi_p(x, \rho_q) = c_{p} g_{3,p}(x, \rho_q) - c_{p}^1 v_{1,q}(x).$$

Taking into account the expansions of the functions $g_{3,p}(x, \rho_q), g_{1,p}(x, \rho_q), v_{1,q}(x)$ and the equality (35) for the functions $\psi_p(x, \rho_q)$, we obtain the formulas

$$v_{1,q}(x, L_2) = v_{1,q}(x) + \psi_p(x, \rho_q) + c_{p}^1(\rho_q)v_{1,q}(x),$$

$$\psi_p(x, \rho_q) = \sum_{m=2}^n \alpha_{0,m,p}(\rho_q) y_m(x, \rho_q) + \alpha_{1,m,p}(\rho_q)(1 - 2x) y_{n+m}(x, \rho_q),$$

where $\alpha_{0,m,p}(\rho_q), \alpha_{1,m,p}(\rho_q)$ are bounded sequences.

Taking into account the definition of the numbers $\omega_1, \ldots, \omega_n$, we obtain the inequality

$$\sum_{q=1}^\infty \|\psi_p(x, \rho_q); L_2(0, 1)\| < \infty.$$

Thus, the complete system of functions $V(L_2)$ in the space $L_2(0, 1)$ is quadratically close to the Riesz basis $Z(G_{\phi})$ in this space. Taking into account N. K. Bary’s theorem (see [9]), we obtain the assertion of the theorem. □
Let
\[
g_{3,q}(x) := v_{1,q}(x, L_2) - v_{1,q}(x), \quad q = 1, 2, \ldots.
\]
For any sequence of the numbers \(\{\varphi_q\}_{q=1}^\infty\), consider the system \(G_\varphi := \{g_{3,q}(x), \ q = 1, 2, \ldots\}\) of functions, the corresponding transformation operator \(R(G_\varphi) = E + S(G_\varphi) \in Q (L_0)\) and the system
\[
Z(\varphi) := \{z_{m,q}(x) \in L_2(0,1) : \ z_{m,0} := v_{m,0}, \ z_{0,q} := v_{0,q}, \ z_{1,q} := v_{1,q} + \varphi_q g_{3,q}, q = 1, 2, \ldots\}.
\]

**Lemma 5.** For any bounded sequence \(\{\varphi_q\} \subset \mathbb{C}\) the system \(Z(\varphi)\) is the Riesz basis in the space \(L_2(0,1)\).

**Proof of Lemma 5.** Let \(|\varphi_q| \leq C_7 < \infty, \ q = 1, 2, \ldots\). Then for any \(h \in L_2(0,1), \ f := R(Z_\varphi)h\) the inequality is true
\[
C_8\|h; L_2(0,1)\|^2 \leq \sum_{m,k} |(h, v_{m,k}(x, L_2); L_2(0,1))|^2 \leq C_9\|h; L_2(0,1)\|^2.
\]

Thus,
\[
\sum_{m,k} |(h, z_{m,k}(x); L_2(0,1))|^2 \leq C_{10}\|h; L_2(0,1)\|^2, \quad C_{10} = 2(C_9 + 1)^2\|R(L_2); [L_2(0,1)]\|^2.
\]

So, the operators \(R^*(Z_\varphi), R^*(Z_\varphi)^{-1}: L_2(0,1) \rightarrow L_2(0,1)\) are bounded.

Taking into account the theorem of N. K. Bary (see [9]), we obtain the assertion: bi-orthogonal system of functions \(W(L_2)\) is the basis of the space \(L_2(0,1)\).

Therefore, the system of functions \(V(L_2)\) is a basis of the space \(L_2(0,1)\). \(\square\)

**7. Multipoint problems.**

**7.1. Multipoint problem for a differential equation.** Consider the multipoint problem

\[
(-1)^n y^{(2n)}(x) = f(x), \quad x \in (0,1),
\]

\[
l_{3,j}y := y^{(j-1)}(0) - (-1)^j y^{(j-1)}(1) = 0, \quad j \neq p, \ j = 1, 2, \ldots, n,
\]

\[
l_{3,p}y := y^{(p-1)}(0) - (-1)^p y^{(p-1)}(1) + l_p^2 y = 0,
\]

\[
l_{3,n+j}y := y^{(n+j-1)}(0) - (-1)^j y^{(n+j-1)}(1) = 0, \quad j = 1, 2, \ldots, n,
\]

where
\[
l_p^2 y := \sum_{j=0}^r \sum_{m=0}^{k_p} b_{p,m,j} y^{(m)}((x_j)).
\]

Consider the following assumptions.

**Assumption B_2:** \(x_j = 1 - x_{r-j}, \ b_{p,m,j} = (-1)^m b_{p,m,r-j}, \ j = 0, 1, \ldots, r, \ m = 0, 1, \ldots, k_p, \ p = 1, 2, \ldots, n.\)

**Assumption B_3:** \(k_p \leq p - 1, \ p = 1, 2, \ldots, n.\)

Let \(L_3 := L_{3,p}\) be the operator of the problem (36)–(40),

\[
L_3 y := (-1)^n y^{(2n)}(x), \ y \in D(L_3), \ D(L_3) := \{y \in W_2^{2n}(0,1) : l_{3,j}y = 0, \ j = 1, 2, \ldots, 2n\},
\]

\(V(L_3)\) be the system of root functions of the operator \(L_3\).
Theorem 4. Suppose that the assumption $B_1$, $B_2$ holds. Then for arbitrary $p \in \{1, 2, \ldots, n\}$, $x_j \in [0, 1)$, $b_{p,m,j} \in \mathbb{R}$:

1) the eigenvalues of the operators $L_0$ and $L_3$ coincide;

2) the system of functions $V(L_3)$ is complete and minimal in the space $L_2(0, 1)$;

3) if an addition the assumption $B_3$ holds, then the system $V(L_3)$ is a Riesz basis in the space $L_2(0, 1)$.

Proof of Theorem 4. The first assertion of the theorem is established by the arguments of Theorem 2. By direct verification we see that

$$v_{m,0}(x), v_{0,q}(x) \in D(L_3), m = 1, 2, \ldots, \beta, q = 1, 2, \ldots.$$ 

Therefore, the operator $L_3$ has its eigenfunctions

$$v_{m,0}(x, L_3) := v_{m,0}(x), v_{0,q}(x, L_3) := v_{0,q}(x), m = 1, 2, \ldots, \beta, q = 1, 2, \ldots.$$  \hspace{1cm} (41)

The root functions are defined as the sum

$$v_{1,q}(x, L_3) := v_{1,q}(x) + c_p^2(\rho_q) y_{3,p}(x, \rho_q)$$ \hspace{1cm} (42)

Substituting this expression into conditions (39), we determine the unknown parameter $c_p^2(\rho_q)$

$$c_p^2(\rho_q) = -l_p^2v_{1,q}(x, \rho_q)\Delta^{-1}_{0,p}(\rho_q), \quad 1 = 2, \ldots,$$ \hspace{1cm} (43)

Thus, the operator $L_3$ has the root functions (41) –(43), and the system of functions $V(L_3)$ is an element of the set $\Gamma(L_0)$.

Therefore, from Lemma 2, we obtain the second assertion of the theorem.

From the assumption $B_3$ we have the estimate $|l_p^2v_{1,q}| \leq C_{11}(\rho_q)^k, \quad 0 < C_{11} < \infty.$

Taking into account the relation (26), we obtain the boundedness of the sequence $c_{2,p}(\rho_q)$.

Taking into account Lemma 5, we obtain the third statements of the theorem. \hspace{1cm} \square

7.2. Multipoint problem for a differential equation with an involution. Consider the following multipoint problem for arbitrary fixed $s$, $p \in \{1, 2, \ldots, n\}$

$$(-1)^s y^{(2s)}(x) + a_s(y^{(2s-1)}(x) + y^{(2s-1)}(1 - x)) = f(x), \quad x \in (0, 1),$$ \hspace{1cm} (44)

$$l_{3,j} y := y^{(j-1)}(0) - (-1)^j y^{(j-1)}(1) = 0, \quad j \neq p, j = 1, 2, \ldots, n,$$ \hspace{1cm} (45)

$$l_{3,p} y := y^{(p-1)}(0) - (-1)^p y^{(p-1)}(1) + l_p^2y = 0,$$ \hspace{1cm} (46)

$$l_{3,n+j} y := y^{(n+j-1)}(0) + (-1)^{n+j} y^{(n+j-1)}(1) = 0, \quad j = 1, 2, \ldots, n,$$ \hspace{1cm} (47)

where

$$l_p^2 y = \sum_{j=0}^r \sum_{m=0}^{k_p} b_{p,m,j} y^{(m)}(x_j).$$ \hspace{1cm} (48)

Let $L_4 := L_{4,p,s}$ be the operator of the problem (44)–(48),

$$L_4 y := (-1)^s y^{(2s)}(x) + a_s(y^{(2s-1)}(x) + y^{(2s-1)}(1 - x)), \quad y \in D(L_4), \quad D(L_4) := \{ y \in W_2^{2n}(0, 1) : l_{3,j} y = 0, j = 1, 2, \ldots, 2n \},$$

$V(L_4)$ be the system of root functions of the operator $L_4$.

Let $R(L_4)$ be the transformation operator mapping the system $V(L_0)$ into the system $V(L_4)$. 

Theorem 5. Suppose that the assumptions $B_1, B_2$ hold. Then for arbitrary $s, \ p \in \{1, 2, \ldots, n\}$, \ $x_j \in [0, 1)$, \ $b_{p,m,j} \in \mathbb{R}$, \ $m = 0, 1, \ldots, k_p$, \ $m = 0, 1, \ldots, r$

1) the eigenvalues of the operators $L_0$ and $L_4$ coincide;
2) the system $V (L_4)$ is complete and minimal in space $L_2 (0, 1)$;
3) the system $V (L_4)$ is a Riesz basis in the space $L_2 (0, 1)$ provided that the assumption $B_3$ also holds.

Proof of Theorem 5. The first assertion of the theorem is established by considerations of Theorem 2. By direct verification we see that

$$v_{m,0} (x), v_{0,q} (x) \in D (L_4), \ m = 1, 2, \ldots, \beta, \ q = 1, 2, \ldots.$$  

Thus, the operator $L_4$ has its eigenfunctions

$$v_{m,0} (x, L_4) := v_{m,0} (x), \ v_{0,q} (x, L_4) := v_{0,q} (x), \ m = 1, 2, \ldots, \beta, \ q = 1, 2, \ldots.$$  

(49)

Consider the functions

$$y_{1,1,s} (x, \rho_q) := \sum_{j=1}^{n} \alpha_{j,s} (\rho_q) \Delta_{1,j}^0 (\rho_q) y_{1,j} (x, \rho_q),$$  

(50)

$$y_{4,m,s} (x, \rho_q) := y_m (x, \rho_q) \in L_2 (0, 1), \ m = 2, 3, \ldots, n.$$  

(51)

We substitute the sum

$$v_{1,q} (x) + y_{1,1,s} (x, \rho_q).$$  

(52)

with indefinite coefficients $\alpha_{j,s} (\rho_q)$ into the equation

$$(-1)^n y^{(2n)} (x) + a_s (y^{(2s-1)} (x) + y^{(2s-1)} (1 - x)) = \lambda_q y (x), \ x \in (0, 1)$$

To determine the parameters $\alpha_{j,s} (\rho_q)$, we obtain the equalities

$$4n (\rho_q)^{2n-1} \alpha_{j,s} (\rho_q) + 2 a_s (\rho_q \omega_j)^{2s-1} = 0.$$  

Thus,

$$\alpha_{j,s} (\rho_q) = - (2n)^{-1} a_s (\rho_q)^{2s-2n} \omega_j^{2s},$$  

(53)

In particular, for $s = n$ we have $\alpha_{j,n} (\rho_q) = (2n)^{-1} a_n,$

$$y_{4,1,n} (x, \rho_q) := (2n)^{-1} a_n y_{2,1} (x, \rho_q).$$  

(54)

We define the rows of the square matrix $B_{1,p,s} (x, \rho_q) := (\beta_{j,m}^{p,s})^{n}_{j,m=1}$ of the order $n$ by the formulas: the $p$-th row consists of the functions (50), (51), the elements of the other rows are the numbers $\beta_{j,m} (\rho_q) := \rho_q^{1} \phi_{0,j} y_{4,m} (x, \rho_q), \ j \neq p, \ j, \ m = 1, 2, \ldots, n.$

Remark 4. Taking into account the formulas (14), (16), we obtain the equalities

$$\beta_{j,m} (\rho_q) = 2 \omega_m^{j-1} \left(1 + (-1)^{j-1} e^{\omega m \rho_q}\right), \ j \neq p, \ j = 1, 2, \ldots, n, \ m = 2, 3, \ldots, n.$$
Let
\[ y_{5,p,s}(x, \rho_q) := (\Delta_{1,1}^0(\rho_q))^{-1} \det B_{1,p,s}(x, \rho_q), \quad \Delta_{0,p,s}(\rho_q) := l_{0,p} y_{5,p,s}(x, \rho_q) \] (55)

By the substitution of expression (55) into the conditions (37)–(48), we obtain the relation
\[ l_{3,j} y_{5,p,s}(x, \rho_q) = l_{0,j} y_{5,p,s}(x, \rho_q) \delta_{j,p} = \Delta_{0,p,s}(\rho_q) \delta_{j,p}, \quad j, p = 1, 2, \ldots, n, \] (56)
\[ \delta_{j,p} = 0, \quad j \neq p, \quad \delta_{j,p} = 1, \quad j = p, \quad j, p = 1, 2, \ldots, n. \]
The root function of the operator \( L_4 \) is defined by the formula
\[ v_{1,q}(x, L_4) := v_{1,q}(x) + c_{0,p,s}(\rho_q) y_{3,p}(x, \rho_q) + y_{5,p,s}(x, \rho_q). \] (57)

Substituting the expression (57) into the boundary condition (48), we determine the unknown value
\[ c_{0,p,s}(\rho_q) = \Delta_{0,p}^{-1}(\rho_q)(-l_p^2 v_{1,q}(x) + l_{0,p} y_{5,p,s}(x, \rho_q)), \quad q = 1, 2, \ldots. \]

It follows from (49), (56) that the system of root functions \( V(L_4) \) is an element of the set \( \Gamma_1(L_0) \).

Therefore, from Lemma 1 we obtain the assertion of the theorem.

Suppose that the condition \( s < n \) is satisfied. Then it follows from (53) that the systems of the functions \( V(L_4) \) and \( V(L_3) \) are quadratically close.

Therefore, taking into account Theorem 4, N. K. Bari’s theorem (see [9]) and the completeness of the system, we obtain the assertion of the theorem.

In the case of \( s = n \), the formula (54) yields the proportionality of the functions \( y_{4,1,n}(x, \rho_q) \) and \( y_{2,1}(x, \rho_q) \), therefore the further proof is carried out according to the scheme of Theorem 4.

7.3. Multipoint problem for a differential equation of high order with an involutio.

Consider the multipoint problem (1)–(4). Let \( L \) be the operator of the problem (1)–(4), \( V(L) \) be the system of root functions of the operator \( L \).

**Theorem 6.** Suppose that the assumptions \( B_1, B_2 \) hold. Then for arbitrary \( x_j \in [0, 1], b_{j,m,s}, a_j \in \mathbb{R}, \ s = 0, 1, \ldots, r, \ m = 0, 1, \ldots, k_j, \ j = 1, 2, \ldots, n \)

1) the eigenvalues of the operators \( L_0 \) and \( L \) coincide;

2) the system \( V(L) \) is complete and minimal in the space \( L_2(0, 1) \);

3) the system \( V(L) \) is a Riesz basis in the space \( L_2(0, 1) \) provided that the assumption \( B_3 \) also holds.

**Proof of Theorem 6.** The first assertion of the theorem is established by the arguments of Theorem 2.

Let \( R(L) = E + S(L) \) be the operator the mapping \( V(L_0) \to V(L) \),
\[ V(L) v_{j,q}(x, L) := R(L) v_{j,q}(x), \quad j = 0, 1, \ldots, \beta, \quad q = 0, \quad j = 0, 1 \quad q = 1, 2, \ldots. \]

We define the operator \( R(L) = E + S(L) \) by the relations
\[ R(L) = \prod_{s=1}^{n} \prod_{p=1}^{n} R(L_{4,p,s}) = E + \sum_{s,p=1}^{n} S(L_{4,p,s}). \]
Taking into account the fact that the set \( Q(L_0) \) is a group with respect to multiplication, we obtain the inclusions \( R(L) \in Q(L_0) \).

Thus, according to Lemma 1, the system \( V(L) \) is complete and minimal in the space \( L_2(0, 1) \).

If the assumption \( B_3 \) is true, then, according to Theorem 5, each of the operators is bounded.

Therefore, \( R(L), R^{-1}(L) \in [L_2(0, 1)] \), i.e. according to N. K. Bari’s theorem (see [9]), we obtain the assertion of Theorem 6.

\[ \square \]
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