
Let $X$ be a real Banach space, $\varepsilon \in (0, 1)$, and let $(x, x^*) \in S_X \times S_{X^*}$ with $x^*(x) \geq 1 - \varepsilon$. Then, according to the modified Bishop-Phelps-Bollobás theorem, there exists $(y, y^*) \in S_X \times S_{X^*}$ such that $\|y^*\| = y^*(y)$ and $\max\{\|x - y\|, \|x^* - y^*\|\} \leq \sqrt{\varepsilon}$. We show that this theorem is sharp in a number of two-dimensional spaces, which makes a big difference with the original Bishop-Phelps-Bollobás theorem, where the only (up to isometry) two-dimensional space, in which the theorem is sharp, is $\ell_\infty^2$.

1. **Introduction.** In this paper letter $X$ stands for a real Banach space. We denote, as usual $S_X$ and $B_X$ the unit sphere and the closed unit ball of $X$ respectively. A functional $x^* \in X^*$ attains its norm, if there is an $x \in S_X$ with $x^*(x) = \|x^*\|$. If $X$ is reflexive, then all $x^* \in X^*$ attain their norms, and in every non-reflexive space according to the famous James theorem (see [6, Chapter 1, theorem 3]) there are functionals that do not attain their norm. Nevertheless, even in a non-reflexive space there are “many” norm attaining functionals. Namely, the classical Bishop-Phelps theorem ([1], see also [6, Chapter 1]) states that the set of norm attaining functionals on a Banach space is norm dense in the dual space, moreover, for every closed bounded convex set $C \subset X$ the collection of functionals that attain their maximum on $C$ is norm dense in $X^*$.

The fact that every functional can be approximated by norm attaining ones is quite useful, but sometimes one needs more. Namely, sometimes (in particular, when one works with numerical radius of operator) one needs to approximate a pair “element and functional” by a pair $(x, x^*)$ such that $x^*$ attains its norm in $x$. Such a modification of the Bishop-Phelps theorem was given by B. Bollobás ([2]). Nowadays this modification is called the *Bishop-Phelps-Bollobás theorem*.  
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Theorem 1 (Bishop-Phelps-Bollobás theorem [2]). Let \( X \) be a Banach space. Suppose \( x \in S_X \) and \( x^* \in S_{X^*} \), satisfy \(|1 - x^*(x)| \leq \delta^2/2 \) (\( 0 < \delta < 1/2 \)). Then there exists \((y, y^*) \in X \times X^* \) with \( \|y\| = \|y^*\| = y^*(y) = 1 \), such that \( \|x - y\| < \delta + 1^2 \) and \( \|x^* - y^*\| \leq \delta \).

This statement can be a little bit improved (see [3] and [4]): instead of inequalities \( \|x - y\| < \delta + \delta^2 \) and \( \|x^* - y^*\| \leq \delta \) one can obtain a symmetric estimate \( \max\{\|x - y\|, \|x^* - y^*\|\} \leq \delta \). Using the standard notation \( \Pi_\varepsilon(X) = \{(x, x^*) \in X \times X^* : \|x\| = \|x^*\| = 1, x^*(x) \geq 1 - \varepsilon\} \), \( \varepsilon \geq 0 \), and substituting \( \varepsilon = \delta^2/2 \) one can re-write this improved statement as follows.

Theorem 2 (Sharp Bishop-Phelps-Bollobás theorem). Let \( X \) be a Banach space, \( \varepsilon \in (0, 2) \), and let \((x, x^*) \in \Pi_\varepsilon(X) \). Then there exists \((y, y^*) \in \Pi_0(X) \) such that

\[
\max\{\|x - y\|, \|x^* - y^*\|\} \leq \sqrt{2\varepsilon}.
\]

The latter estimate is sharp for two-dimensional real space \( \ell_\infty^2 \), i.e. in \( \mathbb{R}^2 \) equipped with the norm \( \| (x_1, x_2) \| = \max\{|x_1|, |x_2|\} \) (see [2] or [4, Example 2.5]). Moreover, for every \( \varepsilon \in (0, 1/2) \) Theorem 5.8 of [4] implies that \( \ell_\infty^2 \) is the only (up to isometry) two-dimensional real space in which the estimate (1) is sharp. Even for spaces of higher dimensions \( \ell_\infty^k \)-subspaces play an important role in the Bishop-Phelps-Bollobás theorem sharpness: according to Theorem 5.9 of [4] if in a space \( X \) estimate (1) cannot be improved, then \( X \) contains almost isometric copies of \( \ell_\infty^2 \) (see [5, Theorem 3.3] for a simpler proof).

The key to the aforementioned sharp estimate in the Bishop-Phelps-Bollobás theorem is the following lemma which can be deduced from the Brøndsted-Rockafellar variational principle [8, Theorem 3.17] or from [7, Corollary 2.2] by R. R. Phelps.

Lemma 1. Let \( X \) be a real Banach space, \( \varepsilon > 0 \) and \((x, x^*) \in \Pi_\varepsilon(X) \). Then, for any \( k \in (0, 1) \) there exist \( y^* \in X^* \) and \( y \in S_X \) such that \( \|y\| = y^*(y), \|x - y\| \leq \varepsilon/k \), \( \|x^* - y^*\| \leq k \).

From this lemma just substituting \( k = \sqrt{\varepsilon} \) one can deduce the following modified version of the Bishop-Phelps-Bollobás theorem that appeared implicitly in the proof of [8, Theorem 3.18], pages 48–49:

Theorem 3 (Modified Bishop-Phelps-Bollobás theorem). Let \( X \) be a Banach space, \( \varepsilon \in (0, 1) \), and let \((x, x^*) \in \Pi_\varepsilon(X) \). Then there exists \((y, y^*) \in S_X \times X^* \) such that \( \|y^*\| = y^*(y) \), and

\[
\max\{\|x - y\|, \|x^* - y^*\|\} \leq \sqrt{\varepsilon}.
\]

The improvement in the estimate (2) comparing to (1) appears because we do not demand \( \|y^*\| = 1 \).

The aim of this short article is to investigate the sharpness of Theorem 3. We will demonstrate that this result is also sharp but surprisingly the presence of (almost) \( \ell_\infty^2 \)-subspaces in \( X \) is not a necessary condition for the sharpness of Theorem 3 in \( X \). Namely, we present a collection of two-dimensional spaces with hexagonal unit sphere, in which (2) cannot be improved. We also discuss the sharpness of Lemma 1.

2. The example. Fix a \( \rho \geq \frac{1}{2} \) and denote \( X = X_\rho \) the linear space \( \mathbb{R}^2 \) equipped with the norm \( \| (x_1, x_2) \| = \| (x_1, x_2) \|_\rho = \max\{|x_1 - \frac{1-\rho}{\rho} x_2|, |x_2 - \frac{1-\rho}{\rho} x_1|, |x_1 + x_2|\} \).

In other words,

\[
\| (x_1, x_2) \| = \begin{cases} 
|x_1 + x_2|, & \text{if } x_1 x_2 \geq 0; \\
|x_1 - \frac{1-\rho}{\rho} x_2|, & \text{if } x_1 x_2 < 0 \text{ and } |x_1| > |x_2|; \\
x_2 - \frac{1-\rho}{\rho} x_1, & \text{if } x_1 x_2 < 0 \text{ and } |x_1| \leq |x_2|.
\end{cases}
\]
and the unit ball $B_\rho$ of $X_\rho$ is the hexagon $abcdef$, where $a = (1, 0); b = (0, 1); c = (-\rho, \rho); d = (-1, 0); e = (0, -1); f = (\rho, -\rho)$.

The dual space to $X_\rho$ is $\mathbb{R}^2$ equipped with the polar to $B_\rho$ as its unit ball. So the unit ball $B_\rho^*$ of $X_\rho^*$ is the hexagon $a^*b^*c^*d^*e^*f^*$, where $a^* = (1, 1); b^* = (-1, \rho); c^* = (-1, -\rho); d^* = (1, -1); e^* = (1, \rho); f^* = (1, -\rho)$. The norm on $X^* = X_\rho^*$ is given by the formula $||x_1, x_2||^* = ||(x_1, x_2)||_\rho^* = \max\{|x_1|, |x_2|, \rho|x_1 - x_2|\}$.

The corresponding spheres $S_\rho$ and $S_\rho^*$ are shown on Figures 1 and 2 respectively.
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In the case of $\rho = \frac{1}{2}$ the sphere of $X_\rho$ reduces to the square abde, and consequently $X_{1/2}$ is isometric to the spaces $\ell_1^2$ and $\ell_\infty^2$. When $\rho > \frac{1}{2}$, the space $X_\rho$ is not isometric to $\ell_\infty^2$.

The set $\Pi_0(X_\rho)$ is the following polygon in $\mathbb{R}^2 \times \mathbb{R}^2$:

$$\Pi_0(X_\rho) = \{(a, x^*) : x^* \in [f^*, a^*]\} \cup \{(x, a^*) : x \in [a, b]\} \cup \{(b, x^*) : x^* \in [a^*, b^*]\} \cup \{(x, b^*) : x \in [b, c]\} \cup \{(c, x^*) : x^* \in [b^*, c^*]\} \cup \{(x, c^*) : x \in [c, d]\} \cup \{(d, x^*) : x^* \in [c^*, d^*]\} \cup \{(d, e^*) : x^* \in [d^*, e^*]\} \cup \{(e, x^*) : x^* \in [d^*, e^*]\} \cup \{(e, f^*) : x \in [e, f]\} \cup \{(f, x^*) : x^* \in [e^*, f^*]\} \cup \{(f, f^*) : x \in [f, a]\}.$$ (In order to avoid confusion, in the expression above and in the theorem below we use brackets like $[\cdot, \cdot]; [\cdot, \cdot]$ to denote line segments in a linear space, for example $[f^*, a^*] = \{\lambda a^* + (1 - \lambda)f^* : 0 \leq \lambda \leq 1\}, [a, b[ = \{\lambda b + (1 - \lambda)a : 0 \leq \lambda < 1\}$; and parenthesis $(\cdot, \cdot)$ are reserved to denote an element of a Cartesian product).

**Theorem 4.** Let $\varepsilon \in (0, 1), \rho \in [1/2, 1]$. Then, in the space $X = X_\rho$ there is $(x, x^*) \in \Pi_\varepsilon(X)$, such that for every $(y, y^*) \in S_X \times X^*$ with $y^*(y) = \|y^*\|$ one has $\max\{|x - y|, \|x^* - y^*\|\} \geq \sqrt{\varepsilon}$.

**Proof.** We are going to show that $x = (1 - \rho\sqrt{\varepsilon}, \rho\sqrt{\varepsilon})$, $x^* = (1, 1 - \frac{\sqrt{\varepsilon}}{\rho})$ is the pair $(x, x^*)$ we are searching for. At first, remark that $x \in [a, b[$, $x^* \in ]a^*, f^*[\text{ and } x^*(x) = 1 - \rho\sqrt{\varepsilon} + \rho\sqrt{\varepsilon} - \frac{\sqrt{\varepsilon}}{\rho} \cdot \rho\sqrt{\varepsilon} = 1 - \varepsilon$, so $(x, x^*) \in \Pi_\varepsilon(X)$. 


Now assume contrary that there is a \((y, y^*) \in S_X \times X^*\) with \(y^*(y) = \|y^*\|\) such that \(\max\{\|x - y\|, \|x^* - y^*\|\} < \sqrt{\epsilon}\). Consider the set \(U\) of those \(y \in S_X\) that \(\|x - y\| < \sqrt{\epsilon}\). \(U\) is the intersection of \(S_X = S_{\rho}\) with the open ball of radius \(\sqrt{\epsilon}\) centered in \(x\) (\(U\) is the bold line in Figure 3). The radius of the ball equals to the distance from \(x\) to \(a\)

\[
\|x - a\| = \|(-\rho \sqrt{\epsilon}, \rho \sqrt{\epsilon})\| = \rho \sqrt{\epsilon} + \rho \sqrt{\epsilon} \cdot \frac{1 - \rho}{\rho} = \sqrt{\epsilon},
\]

which explains the picture for small radius \(\sqrt{\epsilon}\). Also for bigger values of radius the set \(U\) can contain points \(b\) and \(c\), but it never contains any point of \([d, f]\), because the radius \(\sqrt{\epsilon}\) is smaller than 1, but the distance from \(x\) to every point of \([d, f]\) equals 2. So, \(U \subset [a, b] \cup [b, c] \cup [c, d]\).
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Consider also the set \(V\) of those \(y^* \in X^*\) that \(\|x^* - y^*\| < \sqrt{\epsilon}\). \(V\) is the open ball of radius \(\sqrt{\epsilon}\) centered in \(x^*\) (the shaded part in Figure 4). In order to explain the picture let us show that the interior of \(V\) lies in the open half-plane whose boundary is the principal diagonal (i.e. the set of elements of the form \(y^* = (\eta, \eta), \eta \in \mathbb{R}\)). To this end we have to show that \(\|x^* - y^*\| \geq \sqrt{\epsilon}\) for every \(y^* = (\eta, \eta)\). In fact,

\[
\|x^* - y^*\| = \left\| \left(1 - \eta, 1 - \eta - \frac{\sqrt{\epsilon}}{\rho} \right) \right\| = \max \left\{ |1 - \eta|, \left|1 - \eta - \frac{\sqrt{\epsilon}}{\rho}\right|, \sqrt{\epsilon} \right\} \geq \sqrt{\epsilon}.
\]

What remains to show is that \(\frac{y^*(y)}{\|y^*\|} \neq 1\) for every \(y \in U\) and every \(y^* \in V\), or in other words that \((y, \frac{y^*(y)}{\|y^*\|}) \notin \Pi_0(X)\). The latter fact follows immediately form the above descriptions of the set \(\Pi_0(X_{\rho})\) and \(U\), together with the fact that \(\left\{ \frac{y^*(y)}{\|y^*\|} : y^* \in V \right\} \subset [d^*, e^*] \cup [e^*, f^*] \cup [f^*, a^*]\). 

The same way one can prove the sharpness of Lemma 1, and the corresponding example is also not unique. Before stating the result, remark that some values of parameters must be excluded from the sharpness result statement. At first, if \(\epsilon > 2\) then \(\Pi_\epsilon(X) = \Pi_2(X)\), so the rate of approximation in Lemma 1 can be taken as for \(\epsilon = 2\), so it can be improved. This
means that for the sharpness question we must restrict us to \( \varepsilon \in (0, 2] \). At second, one can easily see that for \( k < \frac{\varepsilon}{2} \) the statement is trivial (and is not sharp), because in this case the inequality \( \|z - y\| \leq \frac{\varepsilon}{k} \) is weaker than the triangle inequality \( \|z - y\| \leq 2 \). Finally, for \( k = \frac{\varepsilon}{2} \) the first restriction \( \|z - y\| \leq \frac{\varepsilon}{k} = 2 \) is satisfied automatically and \( \|x^* - y^*\| \) can be chosen arbitrarily small thanks to the Bishop-Phelps theorem.

For the remaining values of parameters Lemma 1 is sharp.

**Theorem 5.** Let \( 0 < \varepsilon < 2 \), \( \frac{1}{2} \leq \rho \leq \min \{1, \frac{1}{\varepsilon}\} \). Then, in the space \( X = X_\rho \)

(i) for every \( k \in ]\rho\varepsilon, 1[ \) and every \( h < \frac{\varepsilon}{k} \) there is \( (x, x^*) \in \Pi_\varepsilon(X) \), such that for every \( (y, y^*) \in S_X \times X^* \) with \( y^*(y) = \|y^*\| \) if \( \|x - y\| < h \), then necessarily \( \|x^* - y^*\| > k \),

(ii) for every \( k \in ]\rho\varepsilon, 1[ \) for every \( \tilde{h} < k \) there is \( (x, x^*) \in \Pi_\varepsilon(X) \), such that for every \( (y, y^*) \in S_X \times X^* \) with \( y^*(y) = \|y^*\| \) if \( \|x^* - y^*\| < \tilde{h} \), then \( \|x - y\| > \frac{k}{\tilde{h}} \).

**Proof.** For (i) one can take \( x = (1 - \rho h, \rho h, x^* = (1, 1 - \frac{\varepsilon}{h}) \); for (ii) one can take \( x = (1 - \frac{\varepsilon}{h}, \frac{\varepsilon}{h}) \), \( x^* = (1, 1 - \frac{\tilde{h}}{\tilde{h}}) \). The pictures and the reasoning are the same as in Theorem 4. \( \square \)
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