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We find necessary and sufficient conditions for four finite sequences of positive numbers to be
certain parts of spectra of the Dirichlet-Dirichlet, Dirichlet-Neumann, Neumann-Dirichlet and
Neumann-Neumann boundary value problems generated by the same Stieltjes string recurrence
relations.

O. H. Maproimiok, B. H. Iusosapuuk. Koneurnomephnas obpammuas 3adaua no 4 cnexmpam //
Mar. Crymii. — 2014. — T.41, Nel. — C.73-80.

Tlosryuens! ycaoBust Ha I€THIpe MOCIEI0BATETLHOCTH TIOJIOXKUATEIHHBIX THCEe]T, HEOOXOIUMBIE
7 JOCTATOYHBIE [JIsi TOrO, YTOOBI ITU IOCJIEIOBATEILHOCTH OBLIM YACTSIMU CIIEKTPOB 3aad
Hupuxie-dupuxie, Hupuxie-Heitmana, Heitmana-lupuxie n Hefimana-Heitmana, mopoxaen-
HBIX PEKYPPEHTHBIMUA COOTHONIEHUSIMU OJHON CTUJIBTHECOBCKOW CTPYHBI.

1. Introduction. In the theory of inverse Sturm-Liouville problem much attention is paid to
the question what spectral data uniquely determine the potential. Such investigations were
started in [1], |2] and continued by many authors (see [5], 3], [4] and references therein). In 8]
it was shown that certain parts of four spectra of the Dirichlet-Dirichlet, Dirichlet-Neumann,
Neumann-Dirichlet and Neumann-Neumann problems uniquely determine the potential, and
were established necessary and sufficient conditions for four sequences to be parts of spectra
of the four boundary value problems generated by the same potential. We prove an analogue
of this result for finite dimensional problems of Stieltjes string (a massless thread bearing
point masses, see [6]) small transverse vibrations. In this case in addition to the spectra one
needs to have the length of the string as a given data to find the values of point masses and
the lengths of the subintervals into which the point masses divide the string.

We consider the boundary value problems generated by the recurrence relations of a Sti-
eltjes string with different boundary conditions at the endpoints. Dirichlet conditions describe
fixed endpoints while Neumann conditions describe endpoints free to move in the direction
orthogonal to the equilibrium position of the string. Thus we deal with four problems: the
Dirichlet-Dirichlet problem with the Dirichlet conditions at both endpoints, the Dirichlet-
Neumann problem with the Dirichlet condition at the left end and the Neumann conditi-
on at the right end, the Neumann-Dirichlet problem with the Neumann condition at the
left endpoint and the Dirichlet condition at the right one, and the Neumann-Neumann
problem with the Neumann conditions at both endpoints. It is well known that the spectra
of Dirichlet-Dirichlet and Dirichlet-Neumann problems together with the total length of
the string uniquely determine the values of the point masses and of the lengths of the subi-
ntervals into which the masses divide the string. It is clear that instead of the spectrum of the
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Dirichlet-Neumann problem, the Neumann-Dirichlet spectrum can be taken as a given data.
It is easy to show that one can also use the Neumann-Dirichlet and Neumann-Neumann
spectra together with the total mass of the string to find the values of point masses and
of the lengths of the subintervals. However, knowledge of the Dirichlet-Neumann and the
Neumann-Dirichlet spectra even together with the total length and the total mass are not
sufficient to determine the values of the masses and of the subintervals. We show how to
choose parts of the four spectra to solve the inverse problem, i.e. to determine the values of
the point masses and of the subintervals. Also we give a method of recovering these data
and show that the solution of such an inverse problem is unique.

In Section 2 we prove an auxiliary result about solution of a polynomial identity similar
to that in [7]. In Section 3 we describe the four boundary value problems generated by the
Stieltjes string recurrence relations. In Section 4 we present the main result.

2. Solution of polynomial identity. We start with an abstract result.

Theorem 1. Let Pi(z) and Py(z) be polynomials of degree 2n which satisfy the identity
Pi(z) — Py(z) = C, (1)

where C' # 0 is a constant. Let the value of Py(z) be known at a point z = a which is not

a zero of the polynomial, i.e. Pi(a) =a # 0. Let {z;}}, (x; # x; for i # j and x; # 0, for

all i) be a part of the set of zeros of the polynomial Py(z) and {y;}?_, (y; # vy, for i # j and
y; # 0 for all i) a part of the set of zeros of the polynomial P5(z) be given such that

{zitis {yitie, = 2.
Then Py(z) and Py(z) are determined uniquely.

Proof. Since z; # 0 and y; # 0 for all ¢ € {1,2,...,n}, the polynomials P;(z) and P,(z) can
be represented as

Py(z) = kﬁl (1 - i) D(2), (3)

where D(z) and G(z) are polynomials of degree n.
Considering (1) at z = x;, i € {1,2,...,n} with account of (3) we obtain

¢
(-2)

k

At the point z = a identity (1) gives
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Thus, we can construct the Lagrange interpolating polynomial for D(z) using the zeros
z = x;, 1 € {1,2,...,n} of the polynomial P;(z) and the point z = a as the nodes of
interpolation and the values of D(z) at the nodes given by (4) and (5)
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Since each solution (Pi(z), Py(z)) of (1) can be obtained in this way, the solution is unique.
[

Remark 1. Let for a certain s: y, = 0, then in the same way we obtain

Py(z) = —2 f[ (1_i> x

k=1, k#s
n n ~ n
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<[22 11 - 11
n n
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In the case of x5 = 0 the corresponding changes must be done for P;(z).

3. Stieltjes string. Let us consider a Stieltjes string of length [ bearing n point masses
mi,Ma, ..., my, which divide the string into subintervals of lengths Iy, {1, ..., [,. Transversal
displacements Vj(t) of the masses my, satisfies the recurrence relations

Ve(t) = Viea(t) | Vilt) = Viga (2) v
b lk_l’“ 4k lk’” — V() =0, (ke{L,2,...,n}). (9)

If the left endpoint is fixed then the Dirichlet boundary condition at the left one is

Vo(t) =0, (10)
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the Dirichlet condition at the right endpoint is
Vi (t) = 0. (11)

Substituting Vi (t) = Uge™' into (9)-(11) we obtain

Up — Ui— Up — U,
k k=1, Yk k41

+m AUy =0, (ke{l,2,...,n}), (12)

lp—1 Iy
Uy = 0, (13)
Uns1 =0, (14)

where U}, is the amplitude of the mass my,, A = p? is the spectral parameter.
The eigenvalues {v}7_, of problem (12)—(14) are simple positive (see [6]) and we enume-
rate them successively
O<<ip<....<Uy,. (15)

They are the zeros of the polynomial Ry, (). The polynomials Ri()\), k € {1,...,2n} were
introduced in [6]. They are the solutions of the recurrence relations

Rot(A) = leRok 1(A\) + Rag—s(N), Rok 1(N) = Ro_3(\) — miARoy5(N) (k € {1,2,...,n})
(16)
and initial conditions

Ro(\) =1, Ry(\) = —. (17)

If the right endpoint of the string is free to move in the direction orthogonal to the
equilibrium position of the string, then we have the Neumann condition at the right endpoint
Voi1(t) = Vi, (¢) or for amplitudes

Upi1 =U,. (18)

Thus, we have Dirichlet-Neumann problem (12), (13), (18) with the characteristic equation
Ryp—1(A) = 0. (19)

The zeros {puy}p_, of the polynomial Ry, are interlaced (see [6], p. 340) with {vx}7_,
O<py <vy < g <...<piy<Up. (20)

Now let us consider a Stieltjes string with the left endpoint free to move in the direction
orthogonal to the equilibrium position of the string. Then small transversal vibrations of
such string are described by equations (12), where k € {2,3,...,n}. The Neuman condition
for amplitudes at the left endpoint is

U1 - U(). (21>

If the right endpoint is fixed then we have again Dirichlet condition (14), while for the free
right endpoint we have Neumann condition (18).

Thus, equations (12) for k € {2,3,...,n}, (14), (21) compose Neumann-Dirichlet spectral
problem while equations (12) for k € {2,3,...,n—1}, (18), (21) compose Neumann-Neumann
spectral problem.
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Following [6] we introduce polynomials Q(z) by the recurrence relations

Qar(N) = kQar—1(A) + Qar—2(N), Qar—1(A) = Qar—3(\) — MpAQ2r—2(N\) (22)

and initial conditions
Qo(N) =1, Q_1(\)=0. (23)
The zeros {ky}}_; of the polynomial Q2,(A\) (0 < k1 < kK < ... < K,) are the eigenvalues
of the Neumann-Dirichlet spectral problem (12) for k € {2,3,...,n}, (14), (21).
The zeros {(y Z;(l) (0=C < ¢ < ... < (u) of the polynomial Qs,_1(\) are the
eigenvalues of Neumann-Neumann spectral problem (12) for k € {2,3,...,n—1}, (18), (21).
It is known also that {(}7_, interlace with {x;}}_,

0:C0<I€1<C1<I€2<C2<Ii3<...<§n_1<lin. (24)

Also it should be mentioned that using {u}y_; and {vg}}_, and the total length [ > 0
and expending into continued fraction we can find all the masses and the subintervals

— ln + . (25)

Moreover, the following theorem is due to [6].

Theorem 2. For any two sequences of positive numbers {yy }7_, and {vy}y_, which satisfy
(20) and any positive number [ there exists a unique couple of sequences {my,}}_, and {l; }}_,
which generate problem (12)—(14) with the spectrum {vy}}_, and problem (12), (13), (18)
with the spectrum {g }i_;.

4. Main result. Now we are ready to state our main result.

Theorem 3. Let four sequences of natural numbers {k;}7L,, {p;}i2,, {r;};2,, {s;}i2
such that

ki=kp e j=73p =pye =7 {ktiLn{p;}i2, = 9, {k;};L U{pi}j2, =
{1,2,3,...,n—=1}, ny +ng=n—1

rp=ry g =7 s =sp e =7 {r}E 0 s = @, {rhiE U{si L =
{123 n} nsg + N4 = N.

Let a constant [ > 0 be given together with four sequences of positive numbers {vy, }7
{6, Yi2as {pr; 1324, {ks; }i2y such that the enumerated successively the sequences

Jj=D

{timy = {va} U {Vk]- j:l U {ij j:1 (26)
and
1 th=1 = {Mrj ‘il U {/15]. ?i1 (27)
interlace
MN<M <Y< <...<Np1<Vn < Vp:=1Np (28)

Then there exists a unique couple of sequences of positive numbers {my}7_;, {lk}7¥_os
such that Y ,_ 1, = [, and
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1) {vn} U{w,}7L, are the eigenvalues of Dirichlet-Dirichlet problem (12)-(14) with the

corresponding indices,

2) {ks,;}jL, are eigenvalues of Neumann-Dirichlet problem (12) (k € {2,3,...,n}), (14),
(21),

3) {ur,}52, are eigenvalues of Dirichlet-Neumann problem (12), (13), (18).

4) {Cp, }52, are eigenvalues of Neumann-Neumann problem (12) (k € {2,3,...,n}), (18),
(21).

Proof. Due to (28) and Theorem 2 we conclude that there exists a unique couple of sequences
of positive numbers {m;}7_, and {I;}"_, which together with the given | generate problem
(12)—(14) with the spectrum {n; }}?_; and problem (12), (13), (21) with the spectrum {74 }}_;.
The corresponding Dirichlet-Neumann characteristic polynomial is

Ron_1()\) = 1 ﬁ (1 - i) (29)

l() k=1 Vi

while the corresponding Dirichlet-Dirichlet characteristic polynomial is

~ | A
Bo(N) = (1 - _) | (30)
? lo H Nk

The corresponding Neumann-Dirichlet and Neumann-Neumann characteristic polyno-
mials Qa, (), Q2,_1()), respectively, can be found either solving the direct problems (12),
(18), (14) and (12), (12), (18) or using the Lagrange identity

- - - 1
RZn—l()\)QQn(/\) - RQn(A)QQn—l()\) = 7 (31>
0

The latter method lies in solving interpolation problems. We choose A = (i, k € {1,...,n}

as the nodes of interpolation and find the values of (Q2,(z) at the nodes using (31)

1

) = o ) (32

which is well defined because Ra,_1(1,) # 0 due to (28). We choose 1o = 0 as one more node
of interpolation and find the corresponding value

Q20(0) = 1 (33)

using recurrence relations analogue to (22)—(23).
Thus, using these data we construct the Lagrange interpolating polynomial

~ = A A=, A=
QN =3 = [ 2% 4 (-1 . (34)
kz:; Milo Ran—1 (k) j:g?ék Vi = 1 ,};[1 Mk

In the same way, identity (31) for A = 4, k € {1,...,n} gives
1

—_——. 35
loRan (k) (%)

@2%1 (’Yk) =
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We choose 79 =: 0 as one more node of interpolation because the recurrence relations show
that

Qan_1(0) = 0. (36)

Therefore, the Lagrange interpolating polynomial is

~ AT A

C5271—1(/\) = - —— )
o1 WkloRan (Vi) ;o1 jp Ve T Vi

(37)

Thus, we can find zeros {#; }7_, of the polynomial Q,(z) and zeros {Ck} 5 of Qan_1(\). The
sequence {£y};_; is the spectrum of Neumann Dirichlet problem (12), (21) (14) generated by
{m ), {lx}7_, while the sequence {Ck} 5 is the spectrum of Neumann-Neumann problem
(12), (21), (18) generated by {my}i_;, {lk}k:U, therefore they interlace

maX{%,%k} < min{nk, gk;} < maX{nka gk:} < miﬂ{%ﬂa%kﬂ} < maX{%H,%kH} <....

Using the notation

T ke {r; ni )
py = P RE LS (39)
I{'Sja ke {Sj 7=1

we compose the sequence

{urtpmy = {Nm 731 U{%Sj ;’Lil (40)

and using
ija ke {k }] 1
Vi =: ijv ke {p] j= 17 <41>
V’Vl?
we choose

{victi—1 = {w, i1 U{ZPj i=1 U Un. (42)

According to (38) the sequences {ux}i_; and {v}}_, satisfy (20) and by Theorem 2 there
exists a couple of sequences {my}}_,, {lx}}_, of positive numbers which satisfy >, Ik =
and generate problem (12)—(14) with the spectrum {vy}?_; and problem (12), (13), (18) with
the spectrum {7,

Since {vn} U {wvg, }it C {wvefioy and {p 172, C {px}iz,, statements 1) and 3) of
Theorem 3 are true.

To prove 2) and 4) of Theorem 3 let us consider Lagrange identity (31) for the problems
generated by {my}}_, and {ZN}ZZO. Using (29), (30) and the corresponding formulae

QQn <]-__>’ Q2n 1 D/\H <1__)
k=1

where D = >~/ | my, we obtain

(I3 () T3 -
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Using (26), (27), (39), (41) we obtain

ﬁ(l-—ﬁl(l—%)i(l—% :

According to Theorem 1 the identity

(-2 (-2

ol

has a unique solution (X, Y ). This solution is

X = H(l__>ﬁ(1_’%)’ lD)\H(l——)ﬁ -2

j=1 j=1 ij

On the other hand, Lagrange identity for the problems generated by {m}r_; , {lx}r_o

shows that the zeros of X are nothing but the eigenvalues of Neumann-Dirichlet problem
generated by {my}7_, and {l;}}_,, while the zeros of Y are the zeros of Neumann-Neumann
problem generated by the same masses and the same subintervals. Thus we have proved that
{Ks; }i2, are eigenvalues of the Neumann-Dirichlet problem and {(,;}72, are eigenvalues of
the Neumann-Neumann problem. ]
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