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CONVERGENCE OF STOCHASTIC PROCESS
WITH MARKOV SWITCHINGS

0. I. Kiykovska, Ya. M. Chabanyuk. Convergence of stochastic process with Markov switching,
Mat. Stud. 37 (2012), 203-208.

It has been established sufficient conditions for the convergence of a multi-dimensional
stochastic process in the case of dependence of the regression function on the environment,
which is described by Markov switchings. It has been obtained the generator of a limiting
process, which is a stochastic diffusion process in the sense of the classical definition.

0. U. Kuiikosckast, 4. M. Habauiok. CTodumocms Cmoxacmuyeckozo npouecca ¢ MapkoscruMu
nepexaroveruamy // Mar. Cryqii. — 2012. — T.37, Ne2. — C.203-208.

YcraHOBIIEHBI JJOCTATOYHBIE YCJIOBHS CXOMMOCTH MHOT'OMEPHOI'O CTOXaCTHIECKOT'0 IIPOIIecca
B CJIy4ae 3aBUCUMOCTH (DYHKIIMHM PErPECCUU OT BHEIIHEH Cpesbl, KOTOPas OIUCHIBAETCA Map-
KOBCKHUMH IepeKJIIoYeHnAME. 1losryuen reHepaTop mpeiesIbHOrO IIPOoIecca, KOTOPBIN sBJISEeTCs
cToXacTUIeCKUM /i dY3UOHHBIM IIPOIECCOM B KJIACCHYECKOM OIIPE/IeIEHUN.

1. Introduction. There is a number of papers devoted to the stochastic differential equati-
ons, in which stability and convergence to a limiting diffusion processes is considered (see e.g.
[1, 2]). Most of proofs of stochastic processes conditions are based on central limit theorems
in function spaces.

The papers by V. S. Korolyuk, A. F. Turbin ([3]) and A. S. Swishchuk ([4]) are dedicated
to the ascertainment of stability conditions of stochastic diffusion processes with Markov
switching by the small parameter method.

By developing the small parameter method we establish sufficient conditions for the
convergence of stochastic differential equations solutions with Markov switching to the di-
ffusional processes by the construction of two-dimensional Markov process generators.

2. Problem statement and designation. Let C(u,z),u € R? be a regression function.
The second variable x of the regression function describes the influence of external factors
that are described by a uniform ergodic Markov processes z(t),¢ > 0 in a measurable phase
states space (X, X). The Markov process generator is defined by the equality:

Q@) = afe) [ Plady)[oly) = (@), )
in the Banach space B(X) of real bounded continuous functions ¢(z),z € X, with the norm
(@) = sup [¢(z)],
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where P(z, B),z € X, B € X is the stochastic kernel ([5]), ¢(z) = g7 (z), g(z) = Eb,, 0, is
the sojourn time of the Markov process in the state z, and ¢(x) is the intensity of sojourn
time in the state x,z € X.

The stationary distribution 7(B), B € X, of a Markov process z(t),t > 0 is defined by
the equalities

(ds)alz) = ap(do), a = [ wldoja(o)
be
where p(B),B € X, is the stationary distribution of the embedded Markov chain z, =
x(m,),n > 0, where 7,.1 = 7, + 0,41, > 0, and

P01 < tlx, =z) = F,(t) =P(0, < 1).

For the generator () of a Markov process z(t),t > 0, the potential is determined by the
relation Ry = I — (II + Q) ™', where Hp(z) = [, m(dz)p(x) is the projection on the zeros
subspace of the operator Q): Ng = {p: Q¢ = 0} (]6]).

The continuous stochastic process by the regression functions C(u,z) in an ergodic
Markov environment is defined by the stochastic differential equation:

duf(t) = C(u(t), x(t/e))dt + o(u(t))dw(t), u(0) = up, (2)

where u is a random evolution, x is a Markov process, w is a Wiener process that depends
on a time ¢, and € is a small series parameter.
The average regression function is defined by the equality:

C’(u):/Xﬂ(d:ﬂ)C(u,x}.

2. The convergence of a stochastic process.

Theorem 1. Let the regression function C(u,-) and the variation o(u) satisfy the following
conditions

C1: C(u,-) € C*RY),

C2: o(u) € C?(RY).

Then the solution u®(t),t > 0, of equation (2) converges weakly to the limit diffusion
process ((t),t > 0 as e — 0, which is defined by the generator

Ly(u) = C(u)¢'(u) + (1/2)0™(u)@" (u), ¢ (u) € CH(RY),
where o*(u):=0*(u)o(u).

Corollary 1. The diffusion process ((t),t > 0, is the solution of the stochastic differential
equation

d¢(t) = C(C(t)dt + o (¢(t))dw(t).

Theorem 2. Let the regression function C(u,-) and the variation o(u) satisfy the following
conditions

C1: C(u,-) € C*(R?),

C2*: o(u,-) € C*(RY).
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Then the solution u®(t),t > 0, of the equation

dus(t) = C(u®(t), z(t/e))dt + o(us(t), x(t))dw(t), u(0) = uo, (3)

converges weakly to the limit diffusion process ((t),t > 0 as ¢ — 0, which is defined by the
generator

Lp(u) = Clu)¢'(u) + (1/2)0* (w)¢" (u), ¢(u) € CH(RY),

where
0’2(u)2:/X7T(d:L‘)O'2(u7 r),0%(u,z) = o*(u, 2)o(u, r). (4)

First, to prove Theorem 1 we construct the stochastic process generator and exactly its
asymptotic representation.

3. Properties of the procedure generator.
Lemma 1 (|7]). The coupled Markov process generator
us(t), 27 = w(t/e),t =0, ()

on the Banach space B(R?, X) of real-valued functions p(u,z) € C*°(R¢, X)) is represented
as follows

Lo (u,x) = e ' Qo(u, ) + L(z)p(u, z),

where
L(z)p(u, z) = [C(z) + Sle(u, z), (6)

C(z)p(u, ) = C(u,
Sp(u,x) = (1/2)0 (U) ( )

Proof. The Markov process generator on a test-functions ¢(u, z) is defined by the equality

Lig(u,2) = lim < Blp(u(t + A), af ) lu’(t) = w2 = 2] - p(w 2l (7

Let’s find the conditional expectation
Elp(u(t + A), wp0)[us(t) = u, 27 = 2] = Ep(u(t + A), 27,0) = Ep(u+ Au, x7, 4).

First step is to integrate stochastic differential equation (2)

e /c ds+/0t 200 (s))duw (s).

Now calculate Au as difference u®(t + A) and u®(t)

t+A t+A
Au :/t C(u(s), x5)ds —l—/t o (u°(s))dw(s).

Let us denote pa:= t+A o(us(s))dw(s).
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We obtain the following form of the conditional expectation
Elp(u(t + A), xiy a)[u(t) = u, 27 = 2] =
=Fpu(t+A), 25, ) =
= Elp(u+ Au, 2)|1(0, > e 'A) + E[p(u + Au, 25, )10, < e'A) + o(A).

The distribution function on the sojorn time 6, has the exponential distribution, i.e. there
are representations

[0, > e 'A) == @A =1 — e~ lg(2)A + o(A),

and
(0, <e 'A)=1—e = @5 — o lg(2)A + o(A).

Hence, we have
Ep(u(t + A), x7,4) =

— Blip(u+ du,a)] + () {Blip(u + duyatyn)] — Blp(u+ A, 0)] }A + o(A).
Now rewrite e 'q(z) E[p(u + Au, x5, )]A using the Taylor formula
e (@) Elp(u+ Au, a7, 0)|A = e 7 q(2) Elp(u, 27, ) + ¢ (u, 27, 4) A+ o(A)]A =

— (@) Elip(u, 25, A)JA + £ (@) Bl (u, 25, 4) AuA + o(A).

According to the Wiener process conditional expectation propertles which can be written
as follows [8, Chapter 1, §3 p.42] Euan = 0, Euapn = ft (u(s))ds = o?(u(t))A, we
obtain

e 'q(2) B[y’ (u, 25, 0) Au]A =

=7l q(2) Bl¢' (v, 27 2)C(u (1), 25) AJA + €7 q(2) B¢/ (u, 7 p ) pal A =
= (@) Bl¢' (u, 27 2)C(u (1), 27)|A% + e (@) Eua B¢ (u, 27 1) A = 0(A).
Thus
Eo(u (t+A),25,5) = Elp(u+Au, z)]+e q(z){ Elp(u, 2 A)]| — Elp(u+ Au, 2)] A+ o(A).
Using the Taylor formula, we have
Ep(u(t+ A), x7,4) =

= Elp(u+ Au,2)] + e 'q(2){E[p(u, 25, 4)] — Elp(u, z) + ¢ (u, 2) Al }A + o(A).
Substituting x7, o for y we obtain the Markov process generator (1). So

Ep(u(t + A), a7, a) = Elp(u + C(u(t), 25)A + pa, 2)] + 7' Qp(u, 2)A + o(A).

Let us add and subtract the expression ¢(u + C(u(t),z5)A, x) in the expectation and
for convenience substitute u + C'(u®(t), z5)A, for z. So we get

Ep(u(t+A), 23, 4) = Elo(z + pa, ) — ¢(2,2) + ¢(2,2)] + £ Qp(u, 2) A + o(A) =

E[¢ (z,2)pa + (1/2)¢" (z, ) pk + o(pa) + (2, 2)] + 7' Qp(u, 2) A + o(A).
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By using conditional expectation Wiener process properties, the expectation takes the
form

Ep(u(t + A), 27, a) = Elp(z,2) + o(ua)] + (1/2)0* (w) " (2, 2)A + e 7' Qp(u, 7) A + o(A).

From (7) we obtain the coupled Markov process generator
3 1 € 3
Lip(u, ) = lim Z{Elp(u+ C(u(t), 1) A, v) — p(u,x) + o(p3)] + (1/2)0” ()¢ (2, x) A+

+e'Qp(u, 1) A + o(A)} =
= e 'Qp(u, ) + C(u, 2)¢' (u, 2) + (1/2)0?(u)¢" (u, r).

So we obtain the statement of Lemma 1. O]

Lemma 2. The limit generator L° on the test-functions ¢ (u, ) = p(u) +cp1(u, x), p(u) €
C*(R%) is represented as

Lo (u, ) = Lp(u) + £60(x)p(u), (8)
where ||0(z)p(u)|| < M, M < .

Proof. The generator L; on the test-functions ¢°(u, z) = p(u) + o1 (u, x) is presentet as
t
Lo (u, o) = e Q" (u, ) + L(z)¢" (u, ) =

= 'Qp(u) + Q1 (u, z) + L(x)p(u) + eL(z)p1 (u, ).

From ¢(u) € Ng it follows that Qp(u) = 0.
Considering the singular perturbation problem solution we obtain the equality

Q1 (u, ) + Lz)p(u) = Lo(u), (9)

where limit generator Ly (u) takes the form (|5, p.143|)
Low) = [ wldoLia)ptu). (10)

Using (9) we have Qp;(u,z) = [L — L(z)]p(u). Let’s denote L(z) = L(z) — L. Thus
p1(u, ) = RoL(z)p(u).
Let us consider the expression L(x)¢;(u, z). Using the structure of ¢ (u, z) we have

L(z)p1(u, z) = L(z) RoL(z)e(u) = 0(x)p(u),

where 0(z) = L(z)RoL(x).
From the properties of function ¢(u) and conditions C'1 and C2 we obtain, that

10(z)p(u)]| < M, M < .
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4. Proof of the theorems. Using formula (8) and the pattern theorem [5, Chapter 6, p.197]
we get the statement of Theorem 1.

The proof of Theorem 2 is realized according to the proof scheme of Theorem 1 taking
into account the expression for the generator L(x) in formula (6)

L(z)p(u, v) = [C(x) + S(z]p(u, z),
where S(z) = (1/2)0?(u, z)¢" (u, z), and the representation of the limit generator L in (10)

Lo(u) = C(x)¢ (u) + (1/2)0™ (u)¢" (u),
where 0%(u) is defined by equality (4).

Conclusion. These results can be applied to solve problems of large deviation and asympto-
tically small diffusion ([8]), using a small series parameter.
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