PROPERTIES OF THE COMMUTATORS OF SOME ELEMENTS OF LINEAR GROUPS OVER DIVISIONS RINGS


Inclusions resulting from the commutativity of elements and their commutators with transvections in the language of residual and fixed submodules are found.

The residual and fixed submodules of an element $g$ of the complete linear group are defined as the image and the kernel of the element $g^{-1}$ and are denoted by $R(g)$ and $P(g)$, respectively.

It is shown that for an arbitrary element $g$ of a complete linear group over a division ring whose characteristic is different from 2 and the transvection $\tau$ from the commutativity of the commutator $[g, \tau]$ with $g$ is followed by the inclusion of $R([g, \tau]) \subseteq P(\tau) \cap P(g)$. It is proved that the same inclusions occur over an arbitrary division ring if $g$ is a unipotent element, $\dim(R(g) + R(g)) \leq 2$ and the commutator $[g, \tau]$ commutes with $\tau$ or if $g$ is a unipotent commutator of some element of the complete linear group and transvection $\tau$. Dedicated to the bright memory of Professor B.V. Zabavsky

Introduction. This article studies the conditions of commutativity of commutators with group elements $GL(n, R), n \geq 2$.

It is shown that if $R$ is a division ring and $\text{char } R \neq 2$, then the inclusion of $R([g, \tau]) \subseteq P(\tau) \cap P(g)$ follows from the commutativity of the elements $g$ and $[g, \tau]$. If $R$ is a division ring and $\text{char } R = 2$, then this statement does not hold.

The paper proves that the inclusion of $R([g, \tau]) \subseteq P(\tau) \cap P(g)$ also occurs if $R$ is a division ring, $g$ is a unipotent element, $\tau$ is a transvection of the group $GL(n, R)$, $\dim(R(\tau) + R(g)) \leq 2$ and $[g, \tau]$ commutes with $\tau$ or if $g$ is a unipotent commutator of some element of the group $GL(n, R), n \geq 2$ and transvection $\tau$.

The main results are presented in Theorems 1–3.

Let $V$ be the left free module of finite rank $n \geq 2$ over the ring $R$. The group of linear automorphisms of module $V$ will be denoted by $GL(n, V)$ and will be called the complete linear group of module $V$. As is known in the fixed base of module $V$, this group is identified with the complete linear group $GL(n, R)$ above the ring $R$. Conditions for the commutativity of transvections with elements of linear groups over division ring are considered in the language of residual and fixed submodules. The residual and fixed submodules of an element $\sigma$ of the complete linear group $GL(n, V)$ of the module $V$ over the ring $R$ are defined as the image and the kernel of the element $\sigma^{-1}$ and are denoted by $R(\sigma)$ and $P(\sigma)$, respectively.

Obviously that $R(\sigma^{-1}) = R(\sigma), P(\sigma^{-1}) = P(\sigma)$ i $R(g\sigma g^{-1}) = gR(\sigma), P(g\sigma g^{-1}) = gP(\sigma)$,
where \( g \in GL(n, V) \).

It is easy to see that \( R(\sigma_1\sigma_2) \subseteq R(\sigma_1) + R(\sigma_2) \) and

\[
R([\sigma_1, \sigma_2]) = R(\sigma_1\sigma_2\sigma_1^{-1}\sigma_2^{-1}) \subseteq \sigma_1 R(\sigma_1) + R(\sigma_2) \subseteq R(\sigma_1) + R(\sigma_2).
\]

Note that the submodules of the module \( V \) that contain \( R(\sigma) \) or are contained in \( P(\sigma) \) are invariant with respect to \( \sigma \).

The inclusion of \( R(\sigma_1) \subseteq P(\sigma_2) \) is equivalent to the equality \((\sigma_2 - 1)(\sigma_1 - 1) = 0\) or the equality \( \sigma_1\sigma_2 = \sigma_1 + \sigma_2 - 1 \) for any elements \( \sigma_1 \) and \( \sigma_2 \) of the group \( GL(n, V) \), \( n \geq 2 \) of the left module \( V \) over the ring \( R \).

Therefore, from the system

\[
\begin{align*}
R(\sigma_1) & \subseteq P(\sigma_2) \\
R(\sigma_2) & \subseteq P(\sigma_1)
\end{align*}
\]

the commutativity \( \sigma_1 \) and \( \sigma_2 \) follows.

It is clear that the converse is not always true.

However, if \( \sigma_1 \) and \( \sigma_2 \) are commutators and one of the inclusions of the system (1) takes place, then the second inclusion of the system (1) also takes place. We will use this property in the future without further explanation.

An element \( \sigma \) of the group \( GL(n, V) \) is called unipotent if \( \sigma - 1 \) is a nilpotent element, i.e. if there exists a natural number \( k \) such that \((\sigma - 1)^k = 0\).

The least \( k > 0 \) such that \((\sigma - 1)^k = 0\) is called the level of the nilpotent element \( \sigma - 1 \) (respectively unipotent element \( \sigma \)).

In what follows, we assume that \( R \) is an arbitrary division ring.

The element \( \tau \) of the group \( GL(n, V) \) will be called transvection if \( R(\tau) \subseteq P(\tau) \) and \( \dim R(\tau) = 1 \).

We assume that the transvection \( \tau \) is a class of all transvections whose residual and fixed modules coincide with the residual and fixed modules \( \tau \), respectively.

Obviously, element 1 is a unipotent element of level 1 and transvection is a unipotent element of level 2.

If we fix the base \( e_1, \ldots, e_n \) of the module \( V \) so that \( R(\tau) = \langle e_i \rangle, P(\tau) = \langle e_1, \ldots, e_{j-1}, e_{j+1}, \ldots, e_n \rangle, 1 \leq i \neq j \leq n \), then in this base the transvection \( \tau \) has the form \( t_{ij}(r) = 1 + re_{ij} \), where \( 0 \neq r \in R \), \( e_{ij} \) is a standard matrix unit in which 1 is in place \((i, j)\), and in other places there are zeros.

The matrices \( t_{ij}(r) \) are called elementary transvections. It is clear that the class of transvections \( \tau \) in the above-mentioned base coincides with the group of elementary transvections \( t_{ij}(r) \).

In [1] it is proved that if the transvection \( \sigma_1 \) commutes with the unipotent element \( \sigma_2 \), then system (1) takes place. An overview of issues and literature related to linear groups over divisions ring can be found in [2]–[5].

**Lemma 1.** Let \( R \) be a division ring, \( \tau \) be a transvection, and \( g \) be an arbitrary element of the group \( GL(n, V) \), \( n \geq 2 \), \( \tau^g = g\tau g^{-1} \), \( [g, \tau] = g\tau g^{-1}\tau^{-1} = \tau^g\tau^{-1} \), \( g^{-1}R(\tau) \subseteq P(\tau) \). Then \([g, \tau] \) is a unipotent element of level \( \leq 3 \) and \( R(\tau) \subseteq P([g, \tau]) \).

**Proof.** Let \( a = \tau^{-1} - 1, \ b = \tau^g - 1 \). Then \( a^2 = b^2 = 0 \). Because \( R(\tau^{-1}) = R(\tau) \in gP(\tau) = P(\tau^g) \), then \( ba = 0 \). According to the designation

\[
[g, \tau] = \tau^g\tau^{-1} = (b + 1)(a + 1) = a + b + 1, \quad ([g, \tau] - 1)(\tau^{-1} - 1) = (a + b)a = 0.
\]
So $R(\tau) = R(\tau^{-1}) \subseteq P([g, \tau])$. In addition, the equalities $([g, \tau] - 1)^2 = (a + b)^2 = ab$ and $([g, \tau] - 1)^3 = (a + b)ab = 0$ hold.

So, $[\sigma, \tau]$ is unipotent element of level $\leq 3$.

**Lemma 2.** Let $R$ be a division ring, $\tau$ be a transvection, and $g$ be an arbitrary element of the group $\GL(n, V)$, $n \geq 2$, $\tau^g = g\tau g^{-1}$, $[g, \tau] = g\tau g^{-1} \tau^{-1} = \tau^g \tau^{-1}$, $gR(\tau) \subseteq P(\tau)$. Then $[g, \tau]$ is a unipotent element of level $\leq 3$ and $R([g, \tau]) \subseteq P(\tau)$.

**Proof.** Let $a = \tau^{-1} - 1$, $b = \tau^g - 1$. Then $a^2 = b^2 = 0$. Since $R(\tau^g) = gR(\tau) \subseteq P(\tau) = P(\tau^{-1})$, we have $ab = 0$, $[g, \tau] = \tau^g \tau^{-1} = (b + 1)(a + 1) = ba + a + b + 1$, $(\tau^{-1} - 1)([g, \tau] - 1) = a(ba + a + b) = 0$. That means that $R([g, \tau]) \subseteq P(\tau^{-1}) = P(\tau)$.

In addition $([g, \tau] - 1)^2 = (ba + a + b)^2 = ba$ and $([g, \tau] - 1)^3 = (ba + a + b)ba = 0$.

The next lemma follows from Lemma 1 and Lemma 2.

**Lemma 3.** Let $R$ be a division ring, $\tau$ be a transvection, and $g$ be an arbitrary element of the group $\GL(n, V)$, $n \geq 2$, $g^{\pm 1} R(\tau) \subseteq P(\tau)$. Then the commutator $[g, \tau]$ is a unipotent element of level $\leq 2$ which commutes with $\tau$.

**Proof.** Let, as in Lemmas 1 and 2 $a = \tau^{-1} - 1$, $b = \tau^g - 1$. Then $a^2 = b^2 = ab = ba = 0$, $([g, \tau] - 1)^2 = (a + b)^2 = 0$ and there is a system of inclusions

$$
\begin{align*}
R(\tau) & \subseteq P([g, \tau]) \\
R([g, \tau]) & \subseteq P(\tau)
\end{align*}
$$

from which the commutativity of the commutator $[g, \tau]$ and transvection $\tau$ follows.

The commutator $[g, \tau]$ is a unipotent element of level $\leq 2$.

**Lemma 4.** Let $R$ be a division ring, $\tau$ be a transvection, and $g$ be an arbitrary element of the group $\GL(n, V)$, $n \geq 2$, submodules $g^{\pm 1} R(\tau)$ do not belong to $P(\tau)$. Then the commutator $[g, \tau]$ is not a unipotent element, $\dim R([g, \tau]) = 2$, $R([g, \tau]) = R(\tau) \oplus gR(\tau)$, $V = R([g, \tau]) \oplus P([g, \tau])$.

**Proof.** Since $\tau$ is a transvection, then $\dim R(\tau) = 1$, $\dim P(\tau) = n - 1$. Choose the base $e_1, \ldots, e_n$ of the module $V$ such that $R(\tau) = \langle e_1 \rangle$, $P(\tau) = \langle e_1, \ldots, e_{n-1} \rangle$.

Since the submodule $gR(\tau)$ does not belong to $P(\tau)$, we have $V = \langle ge_1 \rangle \oplus P(\tau)$. Therefore, we can assume that $e_n = ge_1$. So $gR(\tau) = \langle e_n \rangle$, $e_1 = g^{-1} e_n$.

Similarly, $g^{-1} R(\tau)$ does not belong $P(\tau)$. Then $V = \langle g^{-1} e_1 \rangle \oplus P(\tau)$. This means that there exists $0 \neq x \in R$, such that $g^{-1} e_1 - x e_1 \in P(\tau)$.

Then $(\tau - 1)(g^{-1} e_1 - x e_n) = 0$.

Because $R(\tau) = (\tau - 1)V \subseteq P(\tau)$, then $(\tau - 1)e_n = re_1$ for some $0 \neq r \in R$. So $\tau g^{-1} e_1 = g^{-1} e_1 + xre_1$.

Note that $(1 - \tau^{-1})e_n = \tau^{-1}(\tau - 1)e_n = \tau^{-1}re_1 = re_1$ and $\tau^{-1}e_n = e_n - re_1$.

From the obtained equations it follows that $[g, \tau]e_1 = g\tau g^{-1} \tau^{-1} e_1 = g(\tau g^{-1}) e_1 = g(g^{-1} e_1 + xre_1) = e_1 + xre_n$.

Similarly, it is proved that $[g, \tau] e_n = g\tau g^{-1} e_n = g\tau g^{-1} (e_n - re_1) = g(\tau g^{-1} e_n - r(g^{-1} e_1 + xre_1)) = ge_1 - re_1 = xre_n = e_n - re_1 - xre_n$. 

Thus it is proved that the submodule \( \langle e_1, e_n \rangle \) is invariant with respect to the commutator \([g, \tau]\). The element \([g, \tau] - 1\) on the submodule \( \langle e_1, e_n \rangle \) is given by the inverse matrix

\[
\begin{pmatrix}
0 & -r \\
r & -rxr
\end{pmatrix} \in GL(2, R).
\]

Then \([g, \tau] - 1\) is not a nilpotent element and, as a consequence, the commutator \([g, \tau]\) is not a unipotent element.

Because \(\dim R([g, \tau]) \leq 2\) and \(\langle e_1, e_n \rangle \subseteq R([g, \tau])\), we have \( R([g, \tau]) = \langle e_1, e_n \rangle = R(\tau) \oplus gR(\tau)\), \( \dim R([g, \tau]) = 2 \). From the equality

\[
([g, \tau] - 1) R([g, \tau]) \cap P([g, \tau]) = 0
\]

and the reversibility of the element \([g, \tau] - 1\) on \(R([g, \tau])\) it follows, that

\[
R([g, \tau]) \cap P([g, \tau]) = 0.
\]

So \( V = R([g, \tau]) \oplus P([g, \tau]). \)

**Theorem 1.** Let \( R \) be a division ring, \( \text{char} R \neq 2, g \in GL(n, V), n \geq 2, \tau \) be a transvection such that the commutator \([g, \tau]\) commutes with \( g \). Then \([g, \tau]\) is a unipotent element of level \( \leq 2 \), which commutes with \( \tau \) and

\[
R([g, \tau]) \subseteq P(\tau) \cap P(g), R(\tau) + R(g) \subseteq P([g, \tau]).
\]

**Proof.** Let us show that \( g^{\pm 1} R(\tau) \subseteq P(\tau)\). In this case, Theorem 1 will follow from Lemma 3.

Let \( R(\tau) = \langle v \rangle \subseteq P(\tau) \) for some \( 0 \neq v \in V \). Then \((\tau - 1) v = 0\),

\[
(\tau - 1) g v = \alpha v, (\tau - 1) g^{-1} v = \beta v
\]

where \( \alpha, \beta \) belong to \( R \). We get that

\[
(\tau^{-1} - 1) g v = -\alpha v, (\tau^{-1} - 1) g^{-1} v = -\beta v.
\]

Since the commutator \([g, \tau]\) commutes with \( g \), the elements \( \tau g^{-1} \tau^{-1} \) and \( \tau^{-1} g^{-1} \tau \) also commute with \( g \). Direct verification establishes that

\[
\tau g^{-1} \tau^{-1} g v = \tau g^{-1} (g v - \alpha v) = v - \alpha (g^{-1} v + \beta v),
\]

\[
g \tau^{-1} g^{-1} \tau^{-1} v = g \tau g^{-1} v = g (g^{-1} v + \beta v) = v + \beta g v.
\]

Since the left parts of the equations are equal, we have

\[
\alpha g^{-1} v + \beta g v = -\alpha \beta v.
\]

Similarly

\[
\tau^{-1} g^{-1} \tau g v = \tau^{-1} g^{-1} (g v + \alpha v) = v + \alpha \tau^{-1} g^{-1} v = v + \alpha (g^{-1} v - \beta v),
\]

\[
g \tau^{-1} g^{-1} \tau v = g \tau^{-1} g^{-1} v = g (g^{-1} v - \beta v) = v - \beta g v.
\]

Then

\[
\alpha g^{-1} v + \beta g v = \alpha \beta v.
\]
Thus it is proved that $2\alpha \beta = 0$. Since $\text{char } R \neq 2$, $\alpha \beta = 0$. This means that

$$\alpha g^{-1}v + \beta gv = 0, \alpha^2 g^{-1}v = \beta^2 gv = 0$$

and as a result, $\alpha = \beta = 0$, $g^{\pm 1} R(\tau) \subseteq P(\tau)$.

Note that the inclusion in Theorem 1 equivalent to the inclusion

$$R(\tau) + R(g) \subseteq \frac{P}{[g, \tau]}.$$ 

If $R$ is a division ring, char $R = 2$, $n \geq 2$, $g = t_{12}(1)t_{21}(1)$, then commutator $[g, \tau] = g^2$ commutes with $g$, but does not commute with $\tau$, is not a unipotent element. The inclusion of Theorem 1 does not hold.

**Theorem 2.** Let $R$ be a division ring, $g \in GL(n, V)$, $n \geq 2$, $g$ be an arbitrary element, $\tau$ be a transvection such that $\dim (R(\tau) + R(g)) \leq 2$ and the commutator $[g, \tau]$ commutes with $\tau$. Then $[g, \tau]$ commutes with $g$ and there are inclusions

$$R([g, \tau]) \subseteq P(\tau) \cap P(g), R(\tau) + R(g) \subseteq P([g, \tau]).$$

**Proof.** Theorem 2 is obvious if $g$ and $\tau$ commute. Therefore, in the future we assume that $g$ and $\tau$ do not commute.

The commutator $[g, \tau]$ commutes with the transvection $\tau$ if and only if the transvections $\tau^g = g\tau g^{-1}$ and $\tau$ commutes, i.e. when there is a system of inclusions

$$\begin{cases} R(\tau^g) \subseteq P(\tau), \\
R(\tau) \subseteq P(\tau^g), \\
g R(\tau) \subseteq P(\tau), \\
R(\tau) \subseteq g P(\tau). \end{cases}$$

Therefore, the commutator $[g, \tau]$ commutes with the transvection $\tau$ if and only if

$$g^{\pm 1} R(\tau) \subseteq P(\tau).$$

Let $W = R(\tau) + R(g)$. Since $\tau$ is transvection, we have $1 \leq \dim W$. Assume that $\dim W = 2$.

If $\dim W = 1$, then $R(\tau) = R(g)$ and $g^{\pm 1} R(\tau) = R(\tau)$. Since $g$ is a unipotent element, $g$ is a transvection, which, contrary to the assumption, commutes with $\tau$.

Let $\dim W = 2$. If $R(\tau) \subseteq R(g)$, then $W = R(g)$ and we can assume that $R(\tau) = \langle e_1 \rangle$, $R(g) = \langle e_1, e_2 \rangle$, whee $e_1, e_2, \ldots, e_n$ module base $V$. Therefore, in the base $e_1, e_2, \ldots, e_n$

$$\tau = \begin{pmatrix} 1 & r & * \\
0 & 1 & 0 \\
0 & 0 & E \end{pmatrix}, \quad g = \begin{pmatrix} * & * & * \\
* & * & * \\
0 & 0 & E \end{pmatrix},$$

If $r \neq 0$, then, up to the conjugation matrix

$$\begin{pmatrix} 1 & 0 & 0 \\
0 & 1 & * \\
0 & 0 & E \end{pmatrix},$$

we can assume that $\tau = t_{12}(r) i P(\tau) = \langle e_1, e_3, \ldots, e_n \rangle$.

The inclusion $g^{\pm 1} R(\tau) \subseteq P(\tau)$ implies

$$\tau = \begin{pmatrix} 1 & r & 0 \\
0 & 1 & 0 \\
0 & 0 & E \end{pmatrix}, \quad g = \begin{pmatrix} * & * & * \\
1 & * & * \\
0 & 0 & E \end{pmatrix}, \quad [g, \tau] = \begin{pmatrix} 1 & 0 & * \\
0 & 1 & 0 \\
E & * & * \end{pmatrix}.$$
Therefore $[g, \tau]$ commutes with $g$ and $R([g, \tau]) = \langle e_1 \rangle \subseteq P(\tau) \cap P(g)$.

Similarly, if $r = 0$, then $P(\tau)$ contains the submodule $\langle e_1, e_2 \rangle$ and, up to the conjugation,

$$\tau = \begin{pmatrix} 1 & 0 & * \\ 0 & 1 & * \\ E \end{pmatrix}, \quad g = \begin{pmatrix} 1 & * & * \\ 0 & 1 & * \\ E \end{pmatrix}, \quad [g, \tau] = \begin{pmatrix} 1 & 0 & * \\ 0 & 1 & * \\ E \end{pmatrix}.$$

Therefore $[g, \tau]$ commutes with $g$ and $R([g, \tau]) = \langle e_1 \rangle \subseteq P(\tau) \cap P(g)$.

Let $R(\tau)$ do not belong to $R(g)$. Then $R(\tau) \cap R(g) = 0$, $W = R(\tau) \oplus R(g)$. We can assume that $(\tau) = \langle e_1 \rangle$.

If $\dim R(g) = 1$, then $R(g) = \langle e_2 \rangle$. In this case

$$\tau = \begin{pmatrix} 1 & r & * \\ 0 & 1 & 0 \\ E \end{pmatrix}, \quad g = \begin{pmatrix} 1 & 0 & 0 \\ l & 1 & * \\ E \end{pmatrix},$$

Since the commutator $[g, \tau]$ commutes with transvection $\tau$, the matrices

$$\begin{pmatrix} 1 & 0 \\ l & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & r \\ 0 & 0 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & r \\ 0 & 0 \\ 1 & 0 \end{pmatrix}$$

commute. So $lr = 0$ and

$$[g, \tau] = \begin{pmatrix} 1 & 0 & * \\ 0 & 1 & 0 \\ E \end{pmatrix}$$

if $l = 0$ and

$$[g, \tau] = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & * \\ E \end{pmatrix}$$

if $r = 0$.

This means that $R([g, \tau]) = \langle e_1 \rangle \subseteq P(\tau) \cap P(g)$ if $l = 0$ and $R([g, \tau]) = \langle e_2 \rangle \subseteq P(\tau) \cap P(g)$ if $r = 0$. In both cases, the commutator $[g, \tau]$ commutes with $g$ and Theorem 2 is proved.

If $\dim (R(\tau) + R(g)) \geq 3$, then the statement of Theorem 2 does not hold. It is enough to choose $\tau = t_{12}(1)$, $g = t_{24}(1)t_{31}(1)$. Then $g$ is a unipotent element, the commutator $[g, \tau] = t_{14}(-1)t_{32}(1)t_{34}(-1)$ commutes with $\tau$, but the inclusion of Theorem 2 does not hold. Note that the commutator $[g, \tau]$ does not commute with the element $g$ if char $R \neq 2$ and commutes with $g$ if char $R = 2$.

**Theorem 3.** Let $R$ be a division ring, $g \in GL(n, V)$, $n \geq 2$, $\tau$ be a transvection, so that $[g, \tau]$ is a unipotent element. Then the commutator $[g, \tau, \tau] = [[g, \tau], \tau]$ commutes with $g$ and $[g, \tau]$ and there are an inclusions $R([g, \tau, \tau]) \subseteq P(\tau) \cap P([g, \tau])$, $R(\tau) + R([g, \tau]) \subseteq P[g, \tau, \tau]$.

**Proof.** Let $\sigma = [g, \tau]$. Then $[g, \tau, \tau] = [\sigma, \tau]$. Under the condition that $\sigma$ is a unipotent element, $R(\sigma) \subseteq R(\tau^2) + R(\tau) = gR(\tau) + R(\tau)$, $\dim R(\sigma) \leq 2$, and $\dim(R(\tau) + R(\sigma)) \leq 2$.

According to Lemma 4 $g^{-1}R(\tau) \subseteq P(\tau)$ or $gR(\tau) \subseteq P(\tau)$. By Lemma 1 or Lemma 2, inclusions $R(\tau) \subseteq P(\sigma)$ or $R(\sigma) \subseteq P(\tau)$ are valid.

If $R(\tau) \subseteq P(\sigma)$, then $\sigma^{-1}R(\tau) = R(\tau) \subseteq P(\tau)$. If $R(\sigma) \subseteq P(\tau)$, then $(\sigma^{-1} - 1)R(\tau) \subseteq R(\sigma) \subseteq P(\tau)$ and $\sigma^{-1}R(\tau) \subseteq P(\tau)$. 

In both cases the inclusion \(\sigma^{\pm 1} R(\tau) \subseteq P(\tau)\) holds.

By Lemma 3, the commutator \([\sigma, \tau]\) commutes with \(\tau\).

According to Theorem 2, the commutator \([\sigma, \tau]\) commutes with \(\sigma\) and inclusions take place
\[
R([\sigma, \tau]) \subseteq P(\tau) \cap P(\sigma), R(\tau) + R(\sigma) \subseteq P([\sigma, \tau]).
\]

Theorem 3 can be proved directly without using Theorem 2. After all, without limiting the generality, we can assume that the transvection \(g\) is equivalent to the equality \(g \in \text{GL}(n, V)\), \(n \geq 2\) there is a Bruhat decomposition \(g = sv\), where \(s\) is a monomial matrix whose nonzero elements are ones, and \(v\) is the upper triangular matrix.

It is easy to see that
\[
se_{ij} = e_{s(i)j}, e_{ij}s^{-1} = e_{is(j)}, se_{ij}s^{-1} = e_{s(i)s(j)}
\]
for any \(1 \leq i, j \leq n\). So
\[
[g, \tau] \in t_{1n}(R)^*t_{1n}(R) \subseteq t_{s(1)s(n)}(R) t_{1n}(R), [g, \tau, \tau] \subseteq [t_{s(1)s(n)}(R), t_{1n}(R)].
\]

Note that \(g_{n1} \neq 0\) if and only if \(s(1) = n\), and \((g^{-1})_{n1} \neq 0\) if and only if \(s(n) = 1\). The commutator \([g, \tau]\) is a unipotent element if and only if \((s(1), s(n)) \neq (n, 1)\), which is equivalent to the equality \(g_{n1}(g^{-1})_{n1} = 0\).

If the commutator \([g, \tau]\) is a unipotent element, then three cases can occur
\[
1) [g, \tau] = \begin{pmatrix} 1 & * \\ \vdots & 1 \end{pmatrix}, \quad [g, \tau, \tau] = \begin{pmatrix} 1 & * \\ \vdots & 1 \end{pmatrix} \in t_{1s(n)}(R), \quad \text{if } \{s(n) \neq 1, s(1) \neq n\},
\]
\[
2) [g, \tau] = \begin{pmatrix} 1 & * \\ \vdots & 1 \end{pmatrix}, \quad [g, \tau, \tau] = \begin{pmatrix} 1 & * \\ \vdots & 1 \end{pmatrix} \in t_{s(1)n}(R), \quad \text{if } \{s(n) = 1, s(1) \neq n\},
\]
\[
3) [g, \tau] = \begin{pmatrix} 1 & * \\ \vdots & 1 \end{pmatrix} \in t_{s(1)s(n)}(R) t_{1n}(R), \quad [g, \tau, \tau] = 1, \quad \text{if } \{s(1) \neq n, s(n) \neq 1\}.
\]

It is clear that in
\[
1) \left\{ \begin{array}{l}
(g^{-1})_{n1} = 0, \\
g_{n1} \neq 0,
\end{array} \right. \\
2) \left\{ \begin{array}{l}
g_{n1} = 0, \\
(g^{-1})_{n1} \neq 0,
\end{array} \right. \\
3) g_{n1} = (g^{-1})_{n1} = 0.
\]

In all three cases \([g, \tau, \tau]\) commutes with \([g, \tau]\) and \(\tau\).

Let \(e_1, \ldots, e_n\) be the basis of the module \(V\) such that \(R(\tau) = \langle e_1 \rangle\), \(P(\tau) = \langle e_1, \ldots, e_{n-1} \rangle\).

Then in cases 1)–3) we have
\[
1) P([g, \tau]) \in \langle e_1, \ldots, e_{s(n)-1}, e_{s(n)+1}, \ldots, e_{n-1} \rangle, R([g, \tau]) \in \langle e_1 \rangle, \\
R([g, \tau]) \in \langle e_1, e_n \rangle, P([g, \tau, \tau]) \in \langle e_1, \ldots, e_{s(n)-1}, e_{s(n)+1}, \ldots, e_n \rangle.
\]
\[
2) P([g, \tau]) \in \langle e_2, \ldots, e_{n-1} \rangle, R([g, \tau, \tau]) \in \langle e_{s(1)} \rangle, \\
R([g, \tau]) \in \langle e_1, e_{s(1)} \rangle, P([g, \tau, \tau]) \in \langle e_1, \ldots, e_{n-1} \rangle.
\]
\[
3) P([g, \tau]) \in \langle e_1, \ldots, e_{s(n)-1}, e_{s(n)+1}, \ldots, e_{n-1} \rangle, R([g, \tau, \tau]) = 0, \\
R([g, \tau]) \in \langle e_1, e_{s(1)} \rangle, P([g, \tau, \tau]) = V.
\]
By direct verification we establish that the inclusion of Theorem 3 hold in all three cases.

We emphasize that by the commutators $[g, \tau], [[g, \tau], \tau]$ in Theorem 3 we understand the class of commutators $[g, t_{1n}(r)], [g, t_{1n}(r), t_{1n}(r_1)]$ for any elements $r$ and $r_1$ of the division ring $R$. \hfill \Box
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