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The paper considers the numerical stability of the backward recurrence algorithm (BR-
algorithm) for computing approximants of the continued fraction with complex elements. The
new method establishes sufficient conditions for the numerical stability of this algorithm and the
error bounds of the calculation of the nth approximant of the continued fraction with complex
elements. It follows from the obtained conditions that the numerical stability of the algorithm
depends not only on the rounding errors of the elements and errors of machine operations but
also on the value sets and the element sets of the continued fraction. The obtained results were
used to study the numerical stability of the BR-algorithm for computing the approximants
of the continued fraction expansion of the ratio of Horn’s confluent functions H7. Bidisc and
bicardioid regions are established, which guarantee the numerical stability of the BR-algorithm.

The obtained result is applied to the study of the numerical stability of computing approxi-
mants of the continued fraction expansion of the ratio of Horn’s confluent function H7 with
complex parameters. In addition, the analysis of the relative errors arising from the computati-
on of approximants using the backward recurrence algorithm, the forward recurrence algorithm,
and Lenz’s algorithm is given.

The method for studying the numerical stability of the BR-algorithm proposed in the paper
can be used to study the numerical stability of the branched continued fraction expansions and
numerical branched continued fractions with elements in angular and parabolic domains.

1. Introduction. Continued fractions and their multidimensional generalizations (branched
continued fractions) are effective tools for representing and approximating special functions
that arise in physics, quantum mechanics, engineering, applied mathematics, and computer
science (see, for example, [1–5]). An important property of these fractions is the property of
stability to perturbations, which ensures their effective use for computing rational approxi-
mations of functions, ensuring numerical stability and accuracy of computation ([6–10]).

The numerical stability of the continued fraction (branched continued fraction), more
precisely, the numerical stability of the algorithm for computing approximants of the conti-
nued fraction (branched continued fraction) lies in its ability to give the correct values of
these approximants in the presence of rounding errors of its elements and errors of machine
operations (see, [11, 12]). Note that this is an important characteristic of algorithms since
small errors in computation can lead to significant deviations in the value of the computed
approximants. The level of stability may vary depending on the specific calculation algo-
rithm. Some algorithms may be more robust than others and minimize the impact of small
changes on results. One of the ways to ensure the numerical stability of the algorithm is
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to use methods of control and management of computation errors. For example, scaling,
precision expansion, or rounding with certain rounding rules can be used in algorithms for
computing approximants. For problems where computation accuracy is critical, it is possible
to use algorithms for computing approximants with guaranteed numerical stability, which
leads to minor deviations even with a large number of computation.

There are several algorithms for computing approximants. Among them, the most famous
algorithms are the forward recurrent algorithm (FR-algorithm) and the backward recurrence
algorithm (BR-algorithm). Computing of approximants by the FR-algorithm is in computing
the ratio of the numerator to the denominator, which are computed by three-term recurrence
relations. At the same time, if the sequence of numerators and denominators goes to infinity
or zero, then when computing the sequence of approximants, it is possible to go beyond
the limits of the bit grid. Also, the FR-algorithm is characterized by the accumulation
of errors during the computation of approximants ([13]). The analysis of these errors is
considered in [14]. G. Blanch, investigating the numerical stability of the BR-algorithm and
FR-algorithm, concluded that the first one is more stable to the accumulation of errors
than the second one ([15]). This problem was also studied by N. Macon, M. Baskervill [16]
and W. B. Jones, W. J. Thron ( [17]). In [17], the upper bounds are set for the relative
errors of computing of approximants by the BR-algorithm. It is also established here that
the numerical stability of this algorithm depends on the elements of the approximants. The
problem of numerical stability of continued fraction expansions (branched continued fraction
expansions) of special functions was also studied in the works [4, 18–20].

This paper continues the study of the numerical stability of the BR-algorithm for compu-
ting approximants of the continued fraction, which were considered (initiated) in works
[16, 17]. The new method establishes sufficient conditions for the numerical stability of the
BR-algorithm and the error bounds of the calculation of the nth approximant of the continued
fraction with complex elements. At some values of the constant η, the obtained error bound
is smaller than the error bound obtained in [3, Section 8.4], [17, Section 3]. It follows from
the obtained conditions that the numerical stability of the algorithm depends not only on the
rounding errors of the elements and errors of machine operations but also on the value sets
and the element sets of the continued fraction. The obtained results were used to study the
numerical stability of the BR-algorithm for computing the approximants of the continued
fraction expansion of the ratio of Horn’s confluent functions H7. Bidisc and bicardioid regions
are established, which guarantee the numerical stability of the BR-algorithm. Numerical
experiments show that the relative errors of computing the approximants of the continued
fraction by the BR-algorithm are limited and, unlike the FR-algorithm and Lenz’s algorithm,
do not exceed rounding units. The property of non-accumulation of relative errors allows the
BR-algorithm to be used in the case when the order of approximate continued fraction is
large, and the accuracy of computing is critically important.

The present paper is organized as follows. In Section 2, we provide a formula for the relati-
ve rounding error of the nth approximant of the continued fraction. In the next section, we
establish sufficient conditions for the numerical stability of the BR-algorithm (Theorem 3.1).
In Section 4, we consider the numerical stability of the BR-algorithm for computing the
approximants of the continued fraction expansions of ratios of the Horn’s confluent functi-
ons H7. Section 5 provides an analysis of the relative errors of computing the approximants
of this expansion by BR-algorithm, FR-algorithm, and Lenz’s algorithm. Finally, we collect
our conclusions in Section 6.
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2. Formula of relative roundoff error. Consider a continued fraction with complex
elements of the form
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(n)
k+1)

1 + Ĝ
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are relative errors of machine operations of addition and division, respectively, ε(a)k is the
relative error of ak, k ∈ {1, . . . , n}, and g(n)k , k ∈ {1, . . . , n} are defined by (3).
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that is, the relative error of the nth approximant of the continued fraction (1).

3. Numerical stability of the backward recurrence algorithm. In this section, we
establish sufficient conditions for the numerical stability of the BR-algorithm for computing
the nth approximant of the continued fraction (1).
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Theorem 1. Let n ∈ N. The BR-algorithm for computing the nth approximant of the
continued fraction (1) is stable if there exist non-negative constants ε(a), ε(+), and ε(/) such
that
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where
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Setting k = 0 in (15), for the relative error of the nth approximant of the continued
fraction (1), we obtain the following
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that is, the sequence
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approximant of the continued fraction (1).
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(2− (1− η)(1 + ε(+)u))2 − 4η(1 + ε(a))(1 + ε(+))(1 + ε(/)) = 0.
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Then ω1 = ω2 and

((1− η)(1 + ε(+)u)− 1− lim
n→+∞

c1

d1 +
c2

d2 + ...+
cn
dn

=
1

2
(1− η)(1 + ε(+)u),

where

η = 1− 2µ(u)

1 + ε(+)u
,

µ(u) =
(
((1 + ε(a)u)(1 + ε(/)u)− 1)2 + (1 + ε(a)u)(1 + ε(+)u)(1 + ε(/)u)− 1

)1/2
−

−(1 + ε(a)u)(1 + ε(/)u) + 1. (18)

Thus,
|ε(f)n | ≤ µ(u)

is valid and, as in the previous case, we obtain the numerical stability of the BR-algorithm
for computing the nth approximants of the continued fraction (1).

Remark 1. It follows from inequalities (9) that ε(a)k = O(u), ε
(+)
k,n = O(u), ε(/)k,n = O(u). If

η(1 + ε(a)u)(1 + ε(+)u)(1 + ε(/)u)

(2− (1− η)(1 + ε(+)u))2
<

1

4
, then lim

u→+0

φ(u)

u
=
ε(+) + η(1 + ε(a))(1 + ε(/))

1− η
,

where φ(u) is defined by (17), and, therefore, ε(f)n = O(u). And if
η(1 + ε(a)u)(1 + ε(+)u)(1 + ε(/)u)

(2− (1− η)(1 + ε(+)u))2
=

1

4
, then lim

u→+0

µ(u)√
u

=
√
ε(a) + ε(+) + ε(/),

where µ(u) is defined by (18), and, therefore, ε(f)n = O(
√
u).

4. Applications. In this section, we consider the numerical stability of the BR-algorithm for
computing the approximants of the continued fraction expansion of ratio of Horn’s confluent
functions H7.

Recall that Horn’s confluent function H7 is defined as follows

H7(α; γ1, γ2; z) =
∞∑

r,s=0

(α)2r+s

(γ1)r(γ2)s

zr1z
s
2

r! s!
, |z1| < 1/4, |z2| < +∞,

where α, γ1, γ2 ∈ C, γ1, γ2 ̸∈ {0,−1,−2, . . .}, z = (z1, z2) ∈ C2, (α)k is the Pochhammer
symbol.

In [22] it was established, in particular, that

H7(α; (α + 1)/2, α; z)

H7(α + 1; (α + 3)/2, α; z)
= 1 +

d1z1

1 +
d2z2

1 +
d3z2

1 +
d4z1

1 +
d5z2

1 +
d6z2

1 + ...

, (19)
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where

d3k+1 = −4, d3k+2 = − 1

α + 2k + 1
, d3k+3 =

1

α + 2k + 1
, k ≥ 0. (20)

In addition, in [22, 23], some domains of convergence for the expansion (19) under certain
conditions on the parameter α are investigated.

Let us investigate the numerical stability of the BR-algorithm for computing the nth
approximant of continued fraction (19).

Theorem 2. Let the relative roundoff errors of the elements of the continued fraction (19)
and the machine operation errors satisfy the conditions (9). Let n ∈ N. The BR-algorithm
for computing the nth approximant of the continued fraction (19) is stable if z ∈ Ωα,ρ, where

Ωα,ρ =

{
z ∈ C2 : |z1| ≤

ρ(1− ρ)

4
, |z2| ≤ |1 + α|ρ(1− ρ)

}
, 0 < ρ <

1

2
, Re(α) > −1,

and for η = ρ/(1− ρ), the inequality (11) holds.

Proof. For any z ∈ Ωα,ρ and k ≥ 0, we have

|d3k+1z1| ≤ ρ(1− ρ), |d3k+2z2| ≤
|α + 1|ρ(1− ρ)

|α + 2k + 1|
≤ ρ(1− ρ),

and |d3k+3z2| ≤ ρ(1− ρ). Then it is easy to see that V = {ω ∈ C : |ω| ≤ ρ} is the value set
corresponding to the element set E = {ω ∈ C : |ω| ≤ ρ(1−ρ)} of the continued fraction (19)
(see, [3, Section 3.2]).

Let n be an arbitrary natural number. By setting

a3k+1 = d3k+1z1, a3k+2 = d3k+2z2, a3k+3 = d3k+3z2, k ≥ 0, (21)

we use the settings (2) and (3).
It follows from 0 ∈ V and ak

1+V
⊆ V that ([17]) G(n)

k = ak

Q
(n)
k

∈ V , k ∈ {1, . . . , n}. For any

k ∈ {1, . . . , n} we rewrite g(n)k as

g
(n)
k =

ak

Q
(n)
k−1Q

(n)
k

=
ak(

1 +
ak

Q
(n)
k

)
Q

(n)
k

= 1− 1

1 +
ak

Q
(n)
k

= 1− 1

1 +G
(n)
k

.

Then, g(n)k ∈ 1 − 1
1+V

, k ∈ {1, . . . , n}. Now, since 0 < ρ < 1/2, then 0 /∈ 1 + V and the
function

t(ω) = 1− 1

1 + ω

maps the set V into the closed disk

1− 1

1 + V
=
{
w ∈ C :

∣∣∣w +
ρ2

1− ρ2

∣∣∣ ≤ ρ

1− ρ2

}
.

Thus, |g(n)k | ≤ ρ

1− ρ
, k ∈ {1, . . . , n}.

Finally, we set η = ρ/(1− ρ). It follows from 0 < ρ < 1/2 that 0 < η < 1. Thus,
according to (11), we have the numerical stability of the BF-algorithm for computing the
nth approximant of the continuous fraction (19).
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Theorem 3. Let the relative roundoff errors of the elements of the continued fraction (19)
and the machine operation errors satisfy the conditions (9). Let n ∈ N. The BR-algorithm
for computing the nth approximant of the continued fraction (19) is stable if the parameter
α is such that Reα > −1 and

|d3k+2| − Re d3k+2 ≤ rq3k+1(1− q3k+2), k ≥ 0, (22)
|d3k+3| − Re d3k+3 ≤ rq3k+2(1− q3k+3), k ≥ 0, (23)

where d3k+2 and d3k+3 are defined by (20), r is a positive constant, {qk} is a sequence of real
numbers such that δ ≤ qk ≤ 1− δ, 0 < δ ≤ 1/2, and

8 ≤ sq3k(1− q3k+1), k ≥ 0, (24)

where s is a positive constant, in addition, z ∈ Ωr,s
α,ρ, where

Ωr,s
α,ρ =

{
z ∈ C2 : |z1| ≤

1 + cos(arg(z1))

s
, |z2| ≤

1 + cos(arg(z2))

r
, arg(z1) = arg(z1)

}
,

(25)

and for
η = max

{ 8

sδ2
,

2

r|1 + α|δ2
}
,

the inequality (11) holds.

Proof. It follows from (25) and (24) that |d3k+1|−Re d3k+1 ≤ sq3k(1−q3k+1) for k ≥ 0, where
a3k+1, k ≥ 0, are defined by (20).

We set z1 = |z1|eiφ, z2 = |z2|eiφ, and choose qk = pk
cos(φ/2)

, k ≥ 0. Then for k ≥ 0

|d3k+1z1| − Re(d3k+1z1e
−iφ) ≤ s|z1|p3k(cos(φ/2)− p3k+1)

cos2(φ/2)
≤ 2p3k(cos(φ/2)− p3k+1).

Similarly,

|d3k+2z2| − Re(d3k+2z2e
−iφ) ≤ p3k+1(cosψ − p3k+2), k ≥ 0,

|d3k+3z2| − Re(d3k+3z2e
−iφ) ≤ p3k+2(cosψ − p3k+3), k ≥ 0.

Thus, Vk = {ω ∈ C : Re(ωe−iφ/2) ≥ −pk}, k ≥ 0, is the sequence of value sets correspon-
ding the sequence of element sets

Ek = {ω ∈ C : |ω| − Re(ωe−iφ) ≤ 2pk−1(cos(φ/2)− pk)}, k ≥ 1,

of the continued fraction (19) (see, [3, Section 3.2]).
Setting as (2), (3), and (21), it follows from

0 ∈ Vk and
dk+1

1 + Vk+1

⊆ Vk, k ≥ 0,

that
G

(n)
k+1 =

ak+1

Q
(n)
k+1

∈ Vk and Q
(n)
k = 1 +G

(n)
k+1 ∈ 1 + Vk, k ≥ 0.
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Next, since
0 /∈ 1 + Vk = {ω ∈ C : Re((ω − 1)e−iφ/2) ≥ −pk−1},

we have
min

ω∈1+Vk

|ω| = cos(φ/2)− pk = cos(φ/2)(1− qk).

Thus,

|g(n)3k+1| =
|d3k+1z1|

|Q(n)
3k ||Q

(n)
3k+1|

≤ 4(1 + cosφ)

s cos2(φ/2)(1− q3k)(1− q3k+1)
=

8

sδ2
,

|g(n)3k+2| =
|d3k+2z2|

|Q(n)
3k+1||Q

(n)
3k+2|

≤ 1 + cosφ

r|α + 2k + 1| cos2(φ/2)(1− q3k)(1− q3k+1)
≤ 2

r|α + 1|δ2
,

and similarly |g(n)3k+3| ≤ 2
r|α+1|δ2 .

Let
η = max

{
8

sδ2
,

2

r|1 + α|δ2

}
.

Then, according to Theorem 1, the BR-algorithm is stable for computing the nth approxi-
mant of the continued fraction (19).

Note that results similar to Theorems 2 and 3 can be obtained in the same way for
expansions

H7(α;α/2, α; z)

H7(α + 1;α/2, α+ 1; z)
= 1 +

c1z2

1 +
c2z2

1 +
c3z1

1 +
c4z2

1 +
c5z2

1 +
c6z1

1 + ...

,

where c3k+1 = −1/(α + 2k), c3k+2 = 1/(α + 2k), c3k+3 = −4, k ≥ 0, and
H7(α; (α + 1)/2, α− 1; z)

H7(α; (α + 1)/2, α; z)
= 1 +

b1z2

1 +
b2z1

1 +
b3z2

1 +
b4z2

1 +
b5z1

1 +
b6z2

1 + ...

,

where b3k+1 = 1/(α + 2k − 1), b3k+2 = −4, b3k+3 = −1/(α + 2k + 1), k ≥ 0.

5. Numerical Experiments. In this section, we analyze the relative errors of computing
the approximants of the continued fraction (19) by BR-algorithm, FR-algorithm [15] and
the Lentz algorithm [24]. We use floating-point arithmetic (IEEE 754-2019 standard) with
p = 15 precision and rounding mode as nearest.

Figures 1a and 1b show graphs computing of relative errors at the point
z = (−0.0624i,−1.248i) ∈ Ω2+4i,ρ

for the first 100 and 2000 approximants of continued fraction (19), respectively. Similarly,
graphs of computing of relative errors at the point

z = (0.025i, i) ∈ Ωr,s
5+8i,ρ

are shown in Figures 1c and 1d.
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(a) 1 ≤ n ≤ 100, z = (−0.0624i,−1.248i) (b) 1 ≤ n ≤ 2000, z = (−0.0624i,−1.248i)

(c) 1 ≤ n ≤ 100, z = (0.025i, i) (d) 1 ≤ n ≤ 2000, z = (0.025i, i)

Fig. 1: Relative errors in the computing of nth approximants of the continued fraction (19).

The numerical experiments presented here and similar to them show that the BR-
algorithm is stable to the error accumulation, and the maximum value of the relative error
of the computing of approximants does not exceed the rounding unit, which ensures high
accuracy of computing. Instead, the computing of the relative errors by the FR-algorithm
and Lenz’s algorithm tends to accumulate and exceed the rounding unit value.

Computing was performed in Maple software 2022.2 for Windows.
6. Conclusions. In the future, the method for studying the numerical stability of the
BR-algorithm proposed here can be used to study the numerical stability of the branched
continued fraction expansions and numerical branched continued fractions with elements in
angular and parabolic domains, considered in [25–29] and [30–33], respectively.
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