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This paper discusses the asymptotic behavior of the stochastic evolutionary system under
the Markov-modulated Poisson perturbations in an averaging schema. Such a perturbation
process combines the Poisson process with the Markov process that modulates the intensi-
ty of jumps. This allows us to model systems with transitions between different modes or
rare but significant jumps. Initially, the asymptotic properties of the Markov-modulated Poi-
sson perturbation are investigated. For this purpose, we build the generator for the limit
process solving the singular perturbation problem for the original process. Then we introduce
a compensated Poisson process with a zero mean value, and it is used to center the jumps.
The stochastic evolutionary system perturbed by the compensated Poisson process with an
additional jump size function is described. We build the generator for an evolution process and
investigate its asymptotic properties. Solving the singular perturbation problem we obtain the
form of the limit process and its generator. This allows us to formulate and prove the theorem
about weak convergence of the evolution process to the averaged one. The limit process for
the stochastic evolutionary system at increasing time intervals is determined by the solution
of a deterministic differential equation. The obtained result makes it possible to study the
rate of convergence of the perturbed process to the limit one, as well as to consider stochastic
approximation and optimization procedures for problems in which the system is described by
an evolutionary equation with the Markov-modulated Poisson perturbation.

Introduction. The study of stochastic evolutionary systems is becoming increasingly im-
portant in various fields of science, including network traffic modeling, financial modeling,
modeling of service and reliability systems [1], epidemiology [2], etc., since these systems can
effectively describe the randomness and uncertainty inherent in the real-world phenomena.
One important aspect of stochastic evolutionary systems is their asymptotic behavior, which
can exhibit various dynamical patterns, from stable equilibrium to complex oscillations and
even chaos.

This work investigates the asymptotic behavior of stochastic evolutionary systems under
the influence of perturbations caused by the Markov-modulated Poisson process (MMPP) [3]
in the averaging schema. This type of perturbation is a combination of the Poisson process
with the Markov process that modulates the intensity of jumps. This allows us to model
systems with the transitions between the different modes or rare but significant jumps. They
are often observed in the natural and technical processes.
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MMPP Properties. Let us consider MMP as a two-component process (z(t), N(t)), where
x(t),t > 0is a uniformly ergodic Markov process in the standard phase space (X, X) defined
by the generator [4]

Qela) = (o) [ Plad)(els) - 9(0). ¢ € BOX) 0
where B(X) is the Banach space of bounded functions with the sup-norm

lell = max{|p(x)]: = € X}

Stochastic kernel P(z, B),z € X, B € X defines a uniformly ergodic embedded Markov
chain z,, = x(7,), n > 0, with the stationary distribution p(B), B € X. Stationary distri-
bution 7(B), B € X of the Markov process x(t),t > 0, is defined by the representation

ﬂmm@—mqu—éﬂmmm

Let us denote by R, the potential operator of the generator (), which is defined by equality
Ry=T—(T+Q)™"

where Hy(x) = [, m( ) is the projector onto the subspace of zeros Ng = {¢ : Q¢ = 0}
of the operator Q.

The Poisson process N(t) is the process of counting the number of events that have
occurred up to time ¢. The rate of arrival of events at the moment ¢ is defined as A(x(t)),
that is, the intensity parameter is modulated by the Markov process of the state.

The probability that the random variable N(t) is equal to k is defined by [5]

AME)
P(N(t) = k’) = Te A(t),
where A(t) = fot A(z(s))ds is a measure describing the intensity and distribution of the jumps
to time ¢, where A(z(t)) is the rate of arrival of events at the moment ¢, when the Markov
process is in the state x(t). Such a process has the following properties:

P(N(t+h)—N({t)=0)=1- A(h) + o(h),
P(N(t+h)—N(t) = 1) o(h),
P(N(t+h) = N(t) > 1) = o(h), h—>0.

Lemma 1. Generator of the two-component process (z(t), N(t)) has the form:

where Rio(x, N) = p(x, N +1) and I¢(z, N) = p(z, N).
Proof. Similar to [6], the process generator definition is used. Then the conditional expectati-

on is calculated using the properties of the Poisson process and the definition of the generator
of the Markov process (1), and thus the resulting formula (2) is obtained. O

To study the asymptotic properties of the MMPP, we will consider the process with a
small parameter scheme (z(t/e), N°(t)). Here N¢(t) is a Poisson process with the intensity

Az (t/e)).
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Lemma 2. The generator of two-component process (x(t/€), N¢(t)) has the form
Lp(w,N) = e Qp(x, N) + Mx) (Rs — I)(z, N). (3)
Proof. Tt is carried out similarly to the generator (2) in Lemma 1. O]

Lemma 3. The singular perturbation problem for the operator (3) on the test functions
" (x, N) = o(N) +epo(z, N)
has the solution in the form

L7 (x, N) = Lyp(N) + ey (x)p(N), (4)

where the remaining term 0y(x) is uniformly bounded on z.
Limit operator Ly is defined by

LaTl = AuTI(R, — DI, (5)
where Ay = I\ (z) = [ 7(

Proof. Let us conduct the similar terms with respect to ¢ to proof equality (4)
L7 (2, N) = e7'Qp(N) + (Quo(z, N) + A(x)(Ry — I)p(N)) + eA(@)(Ry — I)o(x, N).
Since ¢(N) doesn’t depend on z, then Qp(N) =0 <= ¢(N) € Ng.
Next term would be written in the form
Qpo(, N) + A(x)(Ry — D)p(N) = Lyp(N).
We can obtain limit process Ly in the form (5) using the solution condition of the last
equation. Then

wo(z, N) = Ro(Mx)(Ry — 1) — Ly)p(N), (6)

and taking into account that RyLy = 0, we obtain ¢o(z, N) = RoA(z)(Ry — I)p(N).
Using (6) we can bring the last term to the form

eM()(Ry. — Dpo(, N) = eX@)(Ry — 1) Ro (M) (Ry. — 1)) (N) = ey (z)o(N).
We can prove that the operator y(x) on the functions ¢(N) is bounded using the form
of operators R, and Rj. O

Let us consider the compensated Poisson process N(t) defined as

N(t) = N(t) — A(t) = N¥() — /0 t Ma(s))ds. (7)

The compensated Poisson process is used to center the jumps, i.e. F (N (t)) = 0.

Lemma 4. The generator of the process N(t) (7) has the form
Lﬂp(N) = ANz ( ) (x)p'(N).

p(N
Proof. For a Poisson process in a small interval (0, t), the probability of more than one jump
is 0(t?) so we consider only scenarios with 0 or 1 jump. In this case we can write

N(t) = —A(t) with probability (1 — A(t) + o(t?)), t — 0;
~ |1—A(t) with probability A(t).
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Let AN(t) = N(t) — N(0), when there are no jumps. That is,

NWO:—AK@@M&

So that E(AN(t)) = —A(t) and E(AN(t))k = 0, when £ > 1. Now we can rewrite both

cases using Taylor’s series,

PN (1))ve (=0 = (N (0)) + @' (N (0) AN (t) + %w”(N(O))(AN(t))2 +..

and

PN (1)) -1 = (N (0) + 1) + ¢ (F(0) + DAN(R) + 2" (F(0) + DAN(D) + ...

Combining with jump probabilities, we get

E(o(N ()] 50)= ) (1—A(t )+0(t2))]E(90( () x=@=0) + ADE(p(N (1)) n=y=1) =
t) Ns(t):l) - E(‘P(N(t))Ns

= E(e(N (1)) ne()=0) + AO{E(p(N(t)) (h=0)} + o(t?) =
= E(go(N(O))) + go’(N)E(AN(t)) + %@”(N)E((AN()&))Q) + o(t*)+
+A(t){ (P(N +1) —p(N) + (¢ (N + 1) — ¢ (N))E(AN (1)) +

—l-%(@”(N + 1) _ QOI/(N))E(AN(“>2 + O(tQ)}

as t — 0. Thus, the calculation is completed knowing the conditional moments of the AN (t)

E(p(N(t) = ¢(N(0)) = =A(t)¢'(N) + A(t) (¢(N + 1) = p(N))+
+FA2(6) (P (N +1) = g (N)) +0(f2)  (t — 0). (8)

A _

In view of the following limits lim A(#) = 0 and lim == = A(z) (using L’'Hospital’s Rule) we

t—0 t—0

divide (8) by ¢ and obtain as t — 0

]

Remark 1. Combining results of Lemma 2 and Lemma 4 it can be shown that the generator
of two-component process (x(t/¢), N(t)) has the form

Lop(x, N) = ' Qp(, N) + M) (Ry — I)p(z, N) — Az) ¢/ (N). (9)

Evolution system. A stochastic evolutionary system in an ergodic Markov environment is
given by the evolution equation

duf (t) = C(us(t), z(t/))dt + a(t)N(t)dt, u(t) € R, (10)

where a(t) represents the size and effect of the jump at the time ¢.



106 S. A. SEMENYUK, Ya. M. CHABANYUK

Lemma 5. The generator of three-component process (u(t), N(t), z(t/€)), t > 0 has the
form

G*(z)p(u, N, z) = e 'Qp(u, N, z) + (C(z) + A)p(u, N, z)+
+A(x)(Ry — Dp(u, N,z) — W(x)p(u, N, ), (11)

where
C(z)p(u, N, z) = C(u, 2)¢,(u, N,x),  Ap(u, N,x) = a(t)Ny, (u, N, z),
W(z)e(u, N,x) = Az)py (u, N, z).
Proof. Let us denote u®(t) = u;, N(t) = wy, z(t/e) = x; and then calculate the conditional
mathematical expectation
E(p(u(t+A), N°(t+ A),z((t + A)e)) — p(us(t), N(t), z(t/e))]
u(t) = u, N(t) = w,z(t/e) = 35) = E(SO(UHA,thrA, Tira) — p(u,w ))
= E(@(Ut+A7wt+A>$t+A) — SO(U,U)HA,iUtJrA)) + E(go(u Wip A, Tern) — (u w x))

According to (10) and Taylor’s decomposition, u(t + A) = u + C'(u, x)A + a(t)wA + o(A).
Therefore,

1
lim E(@(“HA, Wiyn, Tepa) — o(u, wt+A71’t+A)) =

A—0 A
= lim %E(@(U + Cu, 2)A + a(t)wd + 0(A)), wesas Tpa) — P(U, Wes A, Trpa)) =
= lim 1 —E (&, (u, wern, 2n) (Clu, 2) Aa(t)wA + o(A))) = (Clu, z) + a(t)w) ¢, (u, w, z).

A0 A

Also from (9) we have

.1 -
i1£n>0 ZE(@(u7wt+Aaxt+A> - SO(U,’U),.CE)) =& 1@@(%“’7%)"‘
+A(2) (R — Ip(u,w, ) + Mz)@l, (u, w, z).
Combining these results we obtain (11). O

Lemma 6. The singular perturbation problem for the operator (11) on the test functions

O (u, w, ) = p(u, w) + epo(u, w, ),
has the solution in the form

G ()¢ (u, w, z) = Gp(u, w) + eb(z)p(u, w), (12)

where the remaining term 6(x) is uniformly bounded on x.
The limit operator G is defined by the equality

GII = T1C (x)IT + TTAIT + Apll(Ry — DIT — TITW (2)11. (13)
Proof. Let us conduct the similar terms with respect to € to proof the equality (12)

G (2) " (u,w, z) = e ' Qu(u, w)+
+Qo(u, w,z) + (Clz) + A+ Az)(Ry — I) — W(z))p(u, w)+
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+e(Clz) + A+ M) (Ry — I) — W(2))pol(u, w, x).

Since p(u,w) doesn’t depend on z, then Qp(u,w) =0 <= p(u,w) € Ng.
Next term would be written in the form
Qpolu,w,x) + (Cla) + A+ A@)(Ry — I) = W(2))p(u, w) = Giplu, ),
We can obtain the limit process G in the form (13) using the solution condition of the last
equation. Then

po(u,w,z) = Ro(Cx) + A+ Ma)(Ry = I) = W(x) = G)p(u, w), (14)
and taking into account that RyG = 0, we obtain
(1w, 7) = Ro(C(x) + A+ (&) (R, — T) — W (@) o(ut, ).
Using (14) we can substitute the last term to the form
(Cla) + A+ A@)(Bs — I) = W (@)oo, N) =
=e(Cz) + A+ MNa)(Ry — 1) = W(2))Ro(C(z) + A+ Nz)(Ry — I) — W(2))p(u,w) =
= e0(x)p(u, w).
We can proof that the operator 6(z) on the functions ¢(u, w) is bounded using the form
of operators C(x), A, Ry, W(z) and Ry. O
Theorem 1. The weak convergence takes place (uf(t), N°(t)) — (G(t), N(t)) as € — 0.
The limit process (u(t), N(t)) is defined by the generator
Gp(u,w) = (Cu) + A) i, (u, w) + AT (Ry = Ip(u, w) — A, (u, w), (15)
where

C(u) =TC(z) = / 7(dz)C(u, x)

X
and A = a(t)w. The limit process u(t) can be obtained as a solution of the differential
equation di(t) = (C(u) + A)u(t)dt.
Proof. Let’s calculate the right-hand part of Equation (15). In this case, we obtain
Go(u,w) = (TIC(z) + ITA) ¢!, (u, w) + AnIl(Ry — I)(u, w) — Anl, (u, w).
In view of Theorem 4.2 from [4], the proof of the theorem is completed. ]

Remark 2. There are the following explanations of the terms in the formula (15):
a) C(u)¢,(u, w) corresponds to the deterministic evolution of the process:

b) ggp&(u, w) is an evolutionary process drift term caused by the perturbation;

¢) Anll(R; — I)p(u, w) accounts for the contribution from the jumps, which are modeled
by MMPP;

d) —Any!,(u,w) is a correction that compensates for the linear approximation, ensuring
that the generator accurately captures the effect of jumps.

Conclusions. The limit process for a stochastic evolutionary system at increasing time
intervals is determined by the solution of a deterministic differential equation. The obtained
result makes it possible to study the rate of convergence of the perturbed process to the limit,
as well as to consider stochastic approximation [8] and optimization procedures for problems
in which the system is described by an evolutionary equation with the Markov-modulated
Poisson perturbation.
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