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The inverse problem for semilinear Eidelman type equation with unknown time dependent
function in its right-hand side is considered in this paper. The initial, boundary and integral
type overdetermination conditions are posed. The sufficient conditions of the existence and the
uniqueness of weak solution for the problem are obtained.

In this paper we obtain the sufficient conditions of the unique solvability for the inverse
problem for the semilinear Eidelman type equation. Unknown right-hand side time dependent
function is determined from the initial, boundary and integral type overdetermination condi-
tions. The equation contains three groups of variables with different order of differentiation
of its solution with respect to these variables: there are first derivatives with respect to time
variable, second derivatives with respect to the spatial variables and fourth derivatives with
respect to one group of the spatial variables. If the right-hand side function of the equati-
on is known, then the existence and the uniqueness of solution and its properties for the
initial-boundary value problems for the nonlinear Eidelman type equation in bounded or
unbounded domains were considered in [1, 2], for Cauchy problem in [3]–[5], for Eidelman
type equation with the second time derivative in [6].

Note, that the problems of determination of a parameter in the right-hand side function
of the parabolic equations were studied in [7]–[12], of the semilinear ultraparabolic equations
in [13, 14, 15]. The authors used the methods of the integral equations, regularization and
the Shauder principle [7, 8, 10], the methods of finite difference approximations, numerical
and iterative methods [11, 12], the method of successive approximations [13]–[15].

Let Dx ⊂ Rk and Dy ⊂ Rl be bounded domains, their boundaries ∂Dx ∈ C1 and
∂Dy ∈ C1. Denote: Ω = Dx × Dy, Qτ = Ω × (0, τ), Sτ = ∂Ω × (0, τ), where τ ∈ (0, T ],
T < ∞, x ∈ Dx, y ∈ Dy, z = (x, y) ∈ Ω, n = k + l, ν is the outward unit normal vector to
∂Dx ×Dy × (0, T ).

We shall introduce the space

V1(Ω) =

{
u : u ∈ H1

0 (Ω), uxixj
∈ L2(Ω), i, j ∈ {1, . . . , k}, ∂u

∂ν

∣∣∣∣
∂Dx×Dy

= 0

}
.

In this paper in the domain QT we study the following inverse problem: find the sufficient
conditions of the existence and the uniqueness of a pair of functions (u(z, t), q(t)) that
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satisfies the equation

ut +
k∑

i,j=1

(aij(z, t)uxixj
)xixj

−
n∑

i,j=1

(bij(z, t)uzi)zj + c(z, t)u+ g(z, t, u) = f1(z, t)q(t) + f0(z, t),

(1)

the initial, boundary and overdetermination conditions

u(z, 0) = u0(z), z ∈ Ω, (2)

u|ST
= 0,

∂u

∂ν

∣∣∣∣
∂Dx×Dy×(0,T )

= 0, (3)∫
Ω

K(z)u(z, t)dz = E(t), t ∈ [0, T ], (4)

in the sense of definition.

Definition 1. A pair of functions (u(z, t), q(t)) is a weak solution to the problem (1)–(4), if
u ∈ L2(0, T ;V1(Ω)) ∩ C([0, T ];L2(Ω)), ut ∈ L2(QT ), q ∈ C([0, T ]), it satisfies the equality∫

Qτ

(
utv +

k∑
i,j=1

aij(z, t)uxixj
vxixj

+
n∑

i,j=1

bij(z, t)uzivzj + c(z, t)uv + g(z, t, u)v

)
dzdt =

=

∫
Qτ

(f1(z, t)q(t) + f0(z, t))vdzdt (5)

for all τ ∈ (0, T ], and all functions v ∈ L2(0, T ;V1(Ω)), and the conditions (2), (4) hold.

Let the coefficients of equation (1) and the initial data satisfy conditions:

(A 1): aij ∈ C([0, T ];L∞(Ω)), aij,t ∈ L∞(QT ),

aij(z, t) ≥ a0 > 0 for almost all (z, t) ∈ QT , i, j ∈ {1, . . . , k};
(A 2): bij ∈ C([0, T ];L∞(Ω)), bij,t ∈ L∞(QT ), i, j ∈ {1, . . . , n};

n∑
i,j=1

bij(z, t)ξiξj ≥ b0|ξ|2 for all ξ ∈ Rn and for almost all (z, t) ∈ QT , b0 > 0;

(A 3): c ∈ C([0, T ];L∞(Ω)), c(z, t) ≥ c0 for almost all (z, t) ∈ QT ,

where c0 is a constant;
(A 4): g(z, t, ξ) is measurable with respect to the variables (z, t) in QT for all ξ ∈ R1

and is continuous with respect to ξ for almost all (z, t) ∈ QT ,

moreover, there exists a positive constant g0, such that
|g(z, t, ξ)− g(z, t, η)| ≤ g0|ξ − η| for almost all (z, t) ∈ QT and all ξ, η ∈ R1;

(A 5): f0, f1 ∈ C([0, T ];L2(Ω));

(A 6): u0 ∈ V1(Ω);

(A 7): K ∈ V1(Ω), Kxixixjxj
∈ L2(Ω), Kzrzs ∈ L2(Ω), i, j ∈ {1, . . . , k}, r, s ∈ {1, . . . , n};

(A 8): E ∈ H1(0, T ), E(0) =

∫
Ω

K(z)u0(z) dz.
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Note, that if q(t) = q∗(t), where q∗ ∈ C([0, T ]) is known function, then similarly as in [1]
we can obtain the results of the existence and the uniqueness of the weak solution for the
initial-boundary value problem (1)–(3).

Theorem 1. Under the conditions (A 1)–(A 6) and q∗ ∈ C([0, T ]) there exists a unique weak
solution u∗ to the problem (1)–(3), i.e. u∗ ∈ L2(0, T ;V1(Ω))∩C([0, T ];L2(Ω)), u∗

t ∈ L2(QT ),
it satisfies (2) and the equality∫

Qτ

(
u∗
tv +

k∑
i,j=1

aij(z, t)u
∗
xixj

vxixj
+

n∑
i,j=1

bij(z, t)u
∗
zi
vzj + c(z, t)u∗v + g(z, t, u∗)v

)
dzdt =

=

∫
Qτ

(f1(z, t)q
∗(t) + f0(z, t))vdzdt (6)

holds for all τ ∈ (0, T ] and all functions v ∈ L2(0, T ;V1(Ω)).
The derivative u∗

t has the estimate∫
QT

(u∗
t )

2dzdt ≤ M0

(∫
Ω

(
(u0(z))

2 +
n∑

i=1

(u0,zi(z))
2 +

k∑
i,j=1

(u0,xixj
(z))2

)
dz+

+

∫
QT

(f 2
1 (z, t)(q

∗(t))2 + f2
0 (z, t))dzdt

)
, (7)

where the constant M0 depends only on the coefficients of the left-hand side of the equa-
tion (1).

Now we shall obtain an auxiliary problem to problem (1)–(4). Denote:

A(t) :=

∫
Ω

K(z)f1(z, t)dz, B(t) := E ′(t)−
∫
Ω

K(z)f0(z, t)dz,

C(z, t) :=
k∑

i,j=1

(Kxixj
(z)aij(z, t))xixj

−
n∑

i,j=1

(Kzj(z)bij(z, t))zi +K(z)c(z, t).

Let (u(z, t), q(t)) be a weak solution to problem (1)–(4). From (4) it follows that∫
Ω

K(z)ut(z, t)dz = E ′(t), t ∈ [0, T ]. (8)

By using equality (5) with v = K(z) and (8), we get

τ∫
0

E ′(t)dt+

∫
Qτ

( k∑
i,j=1

aij(z, t)Kxixj
(z)uxixj

+
n∑

i,j=1

bij(z, t)Kzj(z)uzi + c(z, t)K(z)u+

+g(z, t, u)K(z)

)
dzdt =

∫
Qτ

(f1(z, t)q(t) + f0(z, t))K(z)dzdt, τ ∈ (0, T ]. (9)
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After integrating by parts in (9), in view of the condition (A 7), we obtain

τ∫
0

B(t)dt+

∫
Qτ

(
C(z, t)u+ g(z, t, u)K(z)

)
dzdt =

τ∫
0

A(t)q(t)dt,

for all τ ∈ (0, T ]. Therefore

A(t)q(t) = B(t) +

∫
Ω

(
C(z, t)u+ g(z, t, u)K(z)

)
dz, t ∈ [0, T ]. (10)

Lemma 1. Let the conditions (A 1)–(A 8) hold, and aij,xixj
∈ C([0, T ];L2(Ω)), brs,zr ∈

C([0, T ];L2(Ω)), i, j ∈ {1, . . . , k}, r, s ∈ {1, . . . , n}. The pair of functions (u(z, t), q(t)),
where u ∈ L2(0, T ;V1(Ω)) ∩ C([0, T ];L2(Ω)), ut ∈ L2(QT ), q ∈ C([0, T ]), is a weak solution
to the problem (1)—(4) if and only if it satisfies equality (5) for all v ∈ L2(0, T ;V1(Ω)),
τ ∈ (0, T ) and (2), (10) hold.

Proof. The necessity is proved.
Let u∗ ∈ L2(0, T ;V1(Ω))∩C([0, T ];L2(Ω)), u∗

t ∈ L2(QT ), q
∗ ∈ C([0, T ]), and they satisfy

equality (5) for all v ∈ L2(0, T ;V1(Ω)), τ ∈ (0, T ) and (2), (10). Then u∗ is a solution to the
problem (1)–(3) with q∗ instead of q in (1).

We set E∗(t) =
∫
Ω
K(z)u∗(z, t)dz, t ∈ [0, T ]. In exactly the same way as in the proof of

necessity, we obtain

τ∫
0

(E∗(t))′dt+

∫
Qτ

(( k∑
i,j=1

(aij(z, t)Kxixj
(z))xixj

+
n∑

i,j=1

(bij(z, t)Kzj(z))zi + c(z, t)K(z)

)
u∗+

+g(z, t, u∗)K(z)

)
dzdt =

∫
Qτ

(f1(z, t)q
∗(t) + f0(z, t))K(z)dzdt, t ∈ [0, T ]. (11)

On the other hand q∗(t) and u∗(z, t) satisfy (10), and therefore it is easy to get the following
equality

τ∫
0

E ′(t)dt+

∫
Qτ

(( k∑
i,j=1

(aij(z, t)Kxixj
(z))xixj

+
n∑

i,j=1

(bij(z, t)Kzj(z))zi + c(z, t)K(z)

)
u∗+

+g(z, t, u∗)K(z)

)
dzdt =

∫
Qτ

(f1(z, t)q
∗(t) + f0(z, t))K(z)dzdt, t ∈ [0, T ]. (12)

It follows from (11), (12) that

τ∫
0

(E∗(t)− E(t))′dt = 0, τ ∈ [0, T ]. (13)

Integrating (13) with the use of the equality E∗(0) = E(0) =
∫
Ω
K(z)u0(z)dz, we get E∗(t) =

E(t), t ∈ [0, T ]. Hence, u∗(z, t) satisfies (4).
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Denote:

f2 := sup
[0,T ]

∫
Ω

(f1(z, t))
2dz, α :=

{
0, if c0 + g0 > 0, 5;

2(1− c0 − g0), if c0 + g0 ≤ 0, 5,

κ := α+ 2c0 + 2g0 − 1, M1 := f2e
αT , M2 :=

M1

min{2a0, 2b0,κ}
,

M3 :=
2

min
[0,T ]

(A(t))2

sup
[0,T ]

∫
Ω

(C(z, t))2dz + (g0)
2

∫
Ω

(K(z))2dz

 ,

M4 := M1M3 min

{
1

min{2a0, 2b0,κ}
, T

}
.

Theorem 2. Let the conditions (A 1)–(A 8) hold, aij,xixj
∈ C([0, T ];L2(Ω)), brs,zr ∈

C([0, T ];L2(Ω)), i, j ∈ {1, . . . , k}, r, s ∈ {1, . . . , n}, and A(t) ̸= 0 for all t ∈ [0, T ]. Then
there exists a unique weak solution to the problem (1)–(4) in the domain QT .

Proof. Case I. First we consider the case, when T is such a number, that M4 < 1.
Existence (case 1). In order to prove the existence result we use the method of successive
approximations. We construct an approximation (um(z, t), qm(t)) to the solution of problem
(1)–(4), where the functions qm(t), m ∈ N, satisfy equalities

q1(t) := 0,

A(t)qm(t) = B(t) +

∫
Ω

C(z, t)um−1dz +

∫
Ω

K(z)g(z, t, um−1)dz, t ∈ [0, T ], m ≥ 2, (14)

and um satisfies the equality∫
Qτ

(
um
t v +

k∑
i,j=1

aij(z, t)u
m
xixj

vxixj
+

n∑
i,j=1

bij(z, t)u
m
zi
vzj + c(z, t)umv + g(z, t, um)v

)
dzdt =

=

∫
Qτ

(f1(z, t)q
m(t) + f0(z, t))vdzdt, m ≥ 1, τ ∈ (0, T ], (15)

for all v ∈ L2(0, T ;V1(Ω)), and the condition

um(z, 0) = u0(z), z ∈ Ω. (16)

Theorem 1 yields that for each m ∈ N there exists a unique function u ∈ L2(0, T ;V1(Ω))∩
C([0, T ];L2(Ω)), ut ∈ L2(QT ), that satisfies (15), (16).

Now we show that {(um(z, t), qm(t))}∞m=1 converges to the solution of the problem (1)–(4).
Denote

wm := wm(z, t) = um(z, t)− um−1(z, t), rm(t) := qm(t)− qm−1(t), m ≥ 2.

It follows from (16) that wm(z, 0) = 0, z ∈ Ω, m ≥ 2. Hence, from (15), we get

1

2

∫
Ω

(wm(z, τ))2e−ατdz +

∫
Qτ

(
α

2
(wm)2 +

k∑
i,j=1

aij(z, t)(w
m
xixj

)2 +
n∑

i,j=1

bij(z, t)w
m
zi
wm

zj
+
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+c(z, t)(wm)2 + (g(z, t, um)− g(z, t, um−1))wm

)
e−αtdzdt =

=

∫
Qτ

f1(z, t)r
m(t)wme−αtdzdt, τ ∈ (0, T ], m ≥ 2. (17)

Then, taking into account (A 1)–(A 6), that under the hypotheses (A 4)∫
Qτ

(g(z, t, um−1)− g(z, t, um−2))wmdzdt ≤ g0

∫
Qτ

(wm−1)2dzdt, τ ∈ (0, T ], m ≥ 3,

and that ∫
Qτ

f1(z, t)r
m(t)wme−αtdzdt ≤ 1

2

∫
Qτ

(wm)2e−αtdzdt+
f2
2

T∫
0

(rm(t))2dt,

from (17) we get inequalities∫
Ω

(wm(z, τ))2e−ατdz +

∫
Qτ

(
2a0

k∑
i,j=1

(wm
xixj

)2 + 2b0

n∑
i=1

(wm
zi
)2 + κ(wm)2

)
e−αtdzdt ≤

≤ f2

τ∫
0

(rm(t))2e−αtdt, τ ∈ (0, T ], m ≥ 2.

Therefore,

∫
Ω

(wm(z, τ))2dxdy ≤ M1

T∫
0

(rm(t))2dt, τ ∈ (0, T ], m ≥ 2, (18)

and∫
Qτ

( k∑
i,j=1

(wm
xixj

)2 +
n∑

i=1

(wm
zi
)2 + (wm)2

)
dzdt ≤ M2

T∫
0

(rm(t))2dt, τ ∈ (0, T ], m ≥ 2. (19)

Formulae (14) for t ∈ [0, T ] and m ≥ 3 imply the equalities

A(t)rm(t) =

∫
Ω

C(z, t)wm−1dz +

∫
Ω

K(z)(g(z, t, um−1)− g(z, t, um−2))dz. (20)

We square both sides of these equalities and integrate the result with respect to t, then with
the use of hypotheses (A 4) we obtain

T∫
0

(rm(t))2dt ≤ M3

∫
QT

(wm−1)2dzdt, m ≥ 3. (21)
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It follows from (21), (18) and (19) that

T∫
0

(rm(t))2dt ≤ M4

T∫
0

(rm−1(t))2dt ≤ (M4)
m−2

T∫
0

(r2(t))2dt, m ≥ 3. (22)

It is easy to find the estimate

(rm(t))2 ≤ M3

∫
Ω

(wm−1(z, t))2dz, t ∈ [0, T ],m ≥ 2, (23)

from (20). Further, with the use of (18), from (23) we get

|rm(t)| ≤ M
1
2
1 M

1
2
3

 T∫
0

(rm−1(t))2dt


1
2

, t ∈ [0, T ],m ≥ 2. (24)

By using (24), (22) and the assumption M4 < 1 we can show that the estimate

∥qm+s(t)− qm(t);C([0, T ])∥ ≤
m+s∑

i=m+1

∥ri(t);C([0, T ])∥ ≤ M
1
2
1 M

1
2
3

m+s∑
i=m+1

∥ri−1(t);L2(0, T )∥ ≤

≤
m+s∑

i=m+1

M
1
2
1 M

1
2
3 M

i−3
2

4 ∥r2(t);L2(0, T )∥ ≤ M
1
2
1 M

1
2
3 M

m−2
2

4

1−M
1/2
4

∥r2(t);L2(0, T )∥ (25)

holds for all s ∈ N, m ≥ 3. Besides,∫
QT

( k∑
i,j=1

(um+s
xixj

− um
xixj

)2 +
n∑

i=1

(um+s
zi

− um
zi
)2 + (um+s − um)2

)
dzdt ≤

≤
m+s∑

p=m+1

∫
Qτ

( k∑
i,j=1

(wp
xixj

)2 +
n∑

i=1

(wp
zi
)2 + (wp)2

)
dzdt ≤

≤ M2

m+s∑
p=m+1

T∫
0

(rp(t))2dt ≤ M2

m+s∑
p=m+1

Mp−2
4 ∥r2(t);L2(0, T )∥2 ≤

≤ M2M
m−1
4

1−M4

∥r2(t);L2(0, T )∥2, s ∈ N, m ≥ 3 (26)

and

∫
Ω

(um+s(z, τ)− um(z, τ))2dz ≤
m+s∑

p=m+1

∫
Ω

(wp(z, τ))2dz ≤ M1

m+s∑
p=m+1

T∫
0

(rp(t))2dt ≤

≤ M1M
m−1
4

1−M4

∥r2(t);L2(0, T )∥2, τ ∈ (0, T ], s ∈ N, m ≥ 3. (27)
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It follows from (25)–(27) that for any ε > 0, there exists m0 such that for all s,m ∈ N,
m > m0, the inequalities ∥qm+s(t)− qm(t);C([0, T ])∥ ≤ ε, ∥um+s − um;L2(0, T ;V1(Ω))∥ ≤ ε
and ∥um+s−um;C([0, T ];L2(Ω))∥ ≤ ε are true. Hence, the sequence {qm}∞m=1 is fundamental
in C([0, T ]), {um}∞m=1 is fundamental in L2(0, T ;V1(Ω)) ∩C([0, T ];L2(Ω)) and, therefore, as
m → ∞

um → u in L2(0, T ;V1(Ω)) ∩ C([0, T ];L2(Ω)), qm → q in C([0, T ]). (28)

Now, from (7) we obtain that∫
QT

(um
t )

2dzdt ≤ M0

(∫
Ω

(
(u0(z))

2 +
n∑

i=1

(u0,zi(z))
2 +

k∑
i,j=1

(u0,xixj
(z))2

)
dz+

+

∫
QT

(f2
1 (z, t)(q

m(t))2 + f2
0 (z, t))dzdt

)
, (29)

From (28) it follows that {qm}∞m=1 is bounded, therefore the right-hand side of estimate (29)
is bounded with constant independent on m, so,

um
t → ut weakly in L2(QT ). (30)

Taking into account (28), (30), from (14) and (15) we get that the pair (u(z, t), q(t)) satisfies
the equation (10) and the equality (5), and by virtue of Lemma 1 (u(z, t), q(t)) is a solution
of the problem (1)–(4) in QT .

Uniqueness (case 1). Assume that (u(1)(z, t), q(1)(t)) and (u(2)(z, t), q(2)(t)) are two soluti-
ons to problem (1)–(4). Then the pair of functions (ũ(z, t), q̃(t)), where ũ(z, t) = u(1)(z, t)−
u(2)(z, t), q̃(t) = q(1)(t)− q(2)(t), satisfies the condition ũ(z, 0) ≡ 0, the equality∫

Qτ

(
ũtv +

k∑
i,j=1

aij(z, t)ũxixj
vxixj

+
n∑

i,j=1

bij(z, t)ũzivzj + c(z, t)ũv+

+(g(z, t, u(1))− g(z, t, u(2)))v
)
dzdt =

∫
Qτ

f1(z, t)q̃(t)vdzdt, τ ∈ [0, T ], (31)

for all v ∈ V1(QT ) and the equality

A(t)q̃(t) =

∫
Ω

(
C(z, t)ũ+K(z)

(
(g(z, t, u(1))− g(z, t, u(2))

))
dz, t ∈ [0, T ], (32)

holds. After choosing v = ũ in (31) we get∫
Qτ

(
ũtũ+

k∑
i,j=1

aij(z, t)(ũxixj
)2 +

n∑
i,j=1

bij(z, t)ũziũzj + c(z, t)(ũ)2+

+(g(z, t, u(1))− g(z, t, u(2)))ũ

)
dzdt =

∫
Qτ

f1(z, t)q̃(t)ũdzdt, τ ∈ (0, T ]. (33)
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It is easy to get from (32) and (A 4) inequality

T∫
0

(q̃(t))2dt ≤ M3

∫
QT

(ũ)2dzdt, (34)

From (33) by the same way as from (17) we got (18), (19), we find the following estimate:

∫
QT

(ũ)2dzdt ≤ min{M1T,M2}
T∫

0

(q̃(t))2dt (35)

and taking into account (34) from (35), we obtain (1−M4)
∫
QT

(ũ)2dzdt ≤ 0. Since M4 < 1,
we conclude that

∫
QT

(ũ)2dzdt = 0, hence, u(1) = u(2) in QT . Then (34) implies q̃(t) ≡ 0, and,
therefore, q(1)(t) ≡ q(2)(t) in QT .

Case 2. Let now T > T1, where T1 is such a number, that M4 < 1.
Existence (case 2). Let us divide the interval [0, T ] into a finite number of intervals [0, T1],
[T1, 2T1], . . . , [(N − 2)T1, (N − 1)T1], [(N − 1)T1, T ], where NT1 ≥ T. In the case 1 of this
proof, we obtained that there exists a unique solution (u1(z, t), q1(t)) to the problem (1)–(4)
in the domain QT1 .

Now, we shall prove that there exists a unique weak solution for the problem for equati-
on (1) with conditions (2), (4) as t ∈ [T1, 2T1] and with the initial condition u(z, T1) =
u1(z, T1), z ∈ Ω, in the domain QT1,2T1 := Ω × (T1, 2T1). Let us change the variables
t = τ + T1, τ ∈ [0, T1] in this problem. Denote q0(τ) = q(τ + T1), U(z, τ) = u(z, τ + T1),

a
(1)
ij (z, τ) = aij(z, τ + T1), b

(1)
ij (z, τ) = bij(z, τ + T1), c

(1)(z, τ) = c(z, τ + T1), g
(1)(z, τ, U) =

g(z, τ + T1, u(z, τ + T1)), f (1)(z, τ) = f(z, τ + T1), E(1)(τ) = E(τ + T1). For the pair
(U(z, τ), q0(τ)) we obtain the problem

Uτ +
k∑

i,j=1

(a
(1)
ij (z, τ)Uxixj

)xixj
−

n∑
i,j=1

(b
(1)
ij (z, τ)Uzi)zj + c(1)(z, τ)U+

+g(1)(z, τ, U) = f
(1)
1 (z, τ)q0(τ) + f

(1)
0 (z, τ), (z, τ) ∈ QT1 (36)

U(z, 0) = u1(z, T1), z ∈ Ω, (37)

U |ΣT1
= 0,

∂u

∂ν

∣∣∣∣
∂Dx×Dy×(0,T1)

= 0, (38)∫
Ω

K(z)U(z, τ)dz = E(1)(τ), τ ∈ [0, T1]. (39)

It is obvious that all coefficients of the equation (36) and functions f
(1)
1 (z, τ), f

(1)
0 (z, τ),

u1(z, T1), E(1)(τ) satisfy the same conditions as functions from (1) and (4). Therefore,
from the result for the case 1 it follows that there exists a unique weak solution to the
problem (36)–(39) in QT1 , and, thus for the problem for the equation (1) with conditions
(2), (4) as t ∈ [T1, 2T1] and with the initial condition u(z, T1) = u1(z, T1), z ∈ Ω, in the
domain QT1,2T1 . Denote it by (u2(z, t), q2(t)). Following similar reasoning on the intervals
[2T1, 3T1], . . . , [(N − 1)T1, NT1], we prove the existence and the uniqueness of weak soluti-
ons (uk(z, t), qk(t)), k = 3, . . . , N, in the domain Q(k−1)T1,kT1 := Ω × ((k − 1)T1, kT1), k =
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3, . . . , N − 1, and Q(N−1)T1,T := Ω× ((N − 1)T1, T ), of the inverse problem for the equation
(1) with conditions (2), (4) as t ∈ [(k − 1)T1, kT1] and t ∈ [(N − 1)T1, T ], and the initial
condition u(z, (k − 1)T1) = uk−1(z, (k − 1)T1), z ∈ Ω . It is obvious that a pair of functions
(u(z, t), q(t)), where

u(z, t) =



u1(z, t), if (z, t) ∈ QT1 ;

u2(z, t), if (z, t) ∈ QT1,2T1 ;

. . . . . .
uN−1(z, t), if (z, t) ∈ Q(N−2)T1,(N−1)T1 ,

uN(z, t), if (z, t) ∈ Q(N−1)T1,T ,

q(t) =



q1(t), if t ∈ [0, T1];

q2(t), if t ∈ [T1, 2T1];

. . . . . .
qN−1(t), if t ∈ [(N − 2)T1, (N − 1)T1],

qN(t), if t ∈ [(N − 1)T1, T ],

is a weak solution for the problem (1)–(4) in the domain QT .
Uniqueness (case 2). The proving of the uniqueness of solution for the problem (1)–(4)

in case 2 is based on the schemas of proof of the uniqueness (case 1) and existence (case
2).
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5. S.D. Ivasyshen, I.P. Medynsky, On applications of the Levi method in the theory of parabolic equations,

Mat. Stud. – 2017. – V.47, №1. – P. 33–46.
6. H. Torhan, Mixed problem for Eidelman type evolution equation in unbounded region, Visnyk of the Lviv

University. Series Mechanics and Mathematics. – 2007. – V.67. – P. 248–267.
7. M.I. Ivanchov, Inverse problems for equations of parabolic type, Mathematical Studies, Monograph

Series, VNTL Publishers, 2003, V.10, 238p.
8. A. Lopushanskyy, H. Lopushanska, Inverse problem for 2b-order differential equation with a time-

fractional derivative, Carpathian Math. Publ. – 2019. – V.11, №1. – P. 107–118.
9. V.L. Kamynin, On the inverse problem of determining the right-hand side of a parabolic equation under

an integral overdetermination condition, Mathematical Notes. – 2005. – V.77, №4. – P. 482–493.
10. A.I. Prilepko, V.L. Kamynin, A.B. Kostin, Inverse source problem for parabolic equation with the condi-

tion of integral observation in time, Computational Mathematics and Mathematical Physics. – 2017. –
V.57, №6. – P. 956–966.

11. S.G. Pyatkov, E.I. Safonov, Determination of the source function in mathematical models of convection-
diffusion, Mat. Zametki Severo-Vost. Fed. Univ. – 2014.– V.21, №2. – P. 117–130.



58 N. P. PROTSAKH, O. E. PARASIUK-ZASUN

12. V.T. Borukhov, P.N. Vabishchevich, Numerical solution of the inverse problem of recovering a distributed
right-hand side of a parabolic equation, Computer Physics Communications. – 2000. – V.126, P. 32–36.

13. N.P. Protsakh, B.Yo. Ptashnyk, Nonlinear ultraparabolic equations and variational inequalities,
“Naukova dumka”, Kyiv, 2017, 278 p.

14. N. Protsakh, Determining of right-hand side of higher order ultraparabolic equation, Open Math. – 2017.
– V.15. – P. 1048–1062.

15. N.P. Protsakh, Problem of determining of minor coefficient and right-hand side function in semilinear
ultraparabolic equation, Mat. Stud. – 2018. – V.50, №21. – P. 60–74.

Ukrainian National Forestry University
Lviv, Ukraine
protsakh@ukr.net

Diablo Valley College
San Ramon Campus, San Ramon, USA Chabot College
Hesperian Blvd Hayward, USA
oparasiuk-zasun@dvc.edu

Received 12.09.2019
Revised 10.02.2020


