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G-DEVIATIONS OF POLYGONS AND THEIR APPLICATIONS
IN ELECTRIC POWER ENGINEERING


For any metric space $X$ endowed with the action of a group $G$, and two $n$-gons $\vec{x} = (x_1, \ldots, x_n) \in X^n$ and $\vec{y} = (y_1, \ldots, y_n) \in X^n$ in $X$, we introduce the $G$-deviation $d(G\vec{x}, \vec{y})$ of $\vec{x}$ from $\vec{y}$ as the distance in $X^n$ from $\vec{y}$ to the $G$-orbit $G\vec{x}$ of $\vec{x}$ in the $n$-th power $X^n$ of $X$. For some groups $G$ of affine transformations of the complex plane, we deduce simple-to-apply formulas for calculating the $G$-deviation between $n$-gons on the complex plane. We apply these formulas for defining new measures of asymmetry of triangles. These new measures can be applied in Electric Power Engineering for evaluating the quality of 3-phase electric power. One of such measures, namely the affine deviation, is expressible via the unbalance degree, which is a standard characteristic of quality of three-phase electric power.

Introduction. This paper is motivated by the problem of evaluation and control of the quality of three-phase electric power, which can be represented by a triangle in the Euclidean plane. The vertices of this triangle correspond to the three phases of the electric power, and the lengths of sides of the triangle correspond to the voltage between the phases, and those can be measured by standard volt-meters. So, the triangle is given up to a rotation or even isometry. The quality of electric power can be evaluated by the deviation of the triangle from a regular triangle of a given size. This motivates a mathematical problem of defining a deviation of a polygon in a $G$-space from another polygon.

This problem can be formalized as follows. Let $X$ be a metric space endowed with an action of some group $G$ whose neutral element is denoted by $1_G$. The action is a function $G \times X \to X$, $(g, x) \mapsto g \cdot x$, satisfying two conditions:

- $1_X \cdot x = x$ for any $x \in X$;
- $g \cdot (h \cdot x) = (gh) \cdot x$ for any $g, h \in G$ and $x \in X$.

By an $n$-gon in the metric space $X$ we understand any $n$-tuple $(x_1, \ldots, x_n)$ of points of the space $X$. So, $n$-gons are elements of the $n$-th power $X^n$ of the space $X$. The distance between two $n$-gons $\vec{x} = (x_1, \ldots, x_n)$ and $\vec{y} = (y_1, \ldots, y_n)$ in $X$ is calculated by the formula

$$d(\vec{x}, \vec{y}) = \left(\sum_{k=1}^{n} |x_k - y_k|^2\right)^{\frac{1}{2}},$$

where $|x_k - y_k|$ is the distance between the points $x_k, y_k$.
in the metric space $X$.

The action $G \times X \to X$ induces the coordinatewise action

$$G \times X^n \to X^n, \quad (g, (x_1, \ldots, x_n)) \mapsto (gx_1, \ldots, gx_n),$$

of $G$ on the $n$th power $X^n$ of $X$.

**Definition 1.** The $G$-deviation of an $n$-gon $\vec{x} = (x_1, \ldots, x_n) \in X^n$ from an $n$-gon $\vec{y} = (y_1, \ldots, y_n) \in X^n$ is defined as the real number

$$d(G\vec{x}, \vec{y}) = \inf\{d(g\vec{x}, \vec{y}) : g \in G\}.$$

So the $G$-deviation $d(G\vec{x}, \vec{y})$ of $\vec{x}$ from $\vec{y}$ is the distance from $\vec{y}$ to the the $G$-orbit $G\vec{x} = \{g\vec{x} : g \in G\}$ of $\vec{x}$ in the metric space $X^n$.

In this paper we derive simple formulas for calculating deviations of $n$-gons on the complex plane $\mathbb{C}$ endowed with the standard Euclidean distance and the action of some groups of affine transformations of $\mathbb{C}$. Observe that the subsets

$$T = \{z \in \mathbb{C} : |z| = 1\} \quad \text{and} \quad \mathbb{C}^* = \{z \in \mathbb{C} : z \neq 0\}$$

of the complex plane $\mathbb{C}$ are groups with respect to the operation of multiplication of complex numbers.

A bijective self-map $f$ of the complex plane $\mathbb{C}$ is called an **affine transformation** of $\mathbb{C}$ if there are complex numbers $a \in \mathbb{C}^*$ and $b \in \mathbb{C}$ such that $f(z) = az + b$ for all $z \in \mathbb{C}$. Geometrically, affine maps of $\mathbb{C}$ are orientation-preserving similarity transformations of the plane. An affine transformation $az + b$ of $\mathbb{C}$ is called: linear if $b = 0$; an isometry if $a \in T$; a rotation if $a \in T$ and $a = 0$.

It is clear that affine transformations of the complex plane form a group with respect to the operation of composition of transformations. Linear transformations, isometries and rotations form subgroups in the group $\text{Aff}(\mathbb{C})$ of affine transformations of $\mathbb{C}$. Depending on the choice of a subgroup of $\text{Aff}(\mathbb{C})$, we distinguish four deviations of an $n$-gon $\vec{x} \in \mathbb{C}^n$ from an $n$-gon $\vec{y} \in \mathbb{C}^n$:

- the **rotational deviation** $d(T\vec{x}, \vec{y}) = \inf\{d(a\vec{x}, \vec{y}) : a \in T\}$;
- the **linear deviation** $d(\mathbb{C}^*\vec{x}, \vec{y}) = \inf\{d(a\vec{x}, \vec{y}) : a \in \mathbb{C}^*\}$;
- the **isometric deviation** $d(T\vec{x} + \mathbb{C}, \vec{y}) = \inf\{d(a\vec{x} + b, \vec{y}) : a \in T, b \in \mathbb{C}\}$;
- the **affine deviation** $d(\mathbb{C}^*\vec{x} + \mathbb{C}, \vec{y}) = \inf\{d(a\vec{x} + b, \vec{y}) : a \in \mathbb{C}^*, b \in \mathbb{C}\}$.

In Sections 2–5 we shall deduce simple formulas for calculating these four deviations for $n$-gons in the complex plane.

In Section 7 we apply these formulas for calculating deviations between triangles in the complex plane.

By a triangle in a metric space $X$ we understand any triple $\vec{x} = (x_1, x_2, x_2)$ of points of the space $X$. For two points $x, y \in X$ we denote by $|x - y|$ the distance between $x$ and $y$ in the metric space $X$.

A triangle $\vec{x} = (x_1, x_2, x_3)$ in a metric space $X$ is defined to be: **equilateral** if $|x_1 - x_2| = |x_2 - x_3| = |x_3 - x_1|$; **singular** if $x_1 = x_2 = x_3$; **regular** if it is equilateral and not singular; **linear** if there exist pairwise distinct numbers $i, j, k \in \{1, 2, 3\}$ such that $|x_i - x_k| = |x_i - x_j| + |x_j - x_k|$. 
Observe that a triangle is linear if and only if it is isometric to a triangle in the real line. A triangle is singular if and only if it is both linear and equilateral.

The main result of Section 7 is Theorem 1 providing formulas for calculating the affine and isometric deviations of a plane triangle (given by lengths of its sides) from the regular triangle $\triangle = \frac{1}{\sqrt{3}}(1, e^{i\frac{2\pi}{3}}, e^{-i\frac{2\pi}{3}})$ with sides 1. The triangle $\triangle$ is oriented counter-clockwise since the move from its first vertex for a triangle $\vec{z}$ if the triangle is regular, and minimal value 0 called the normalized area 4 it is equal to $\triangle$ is linear, see Theorem 6.

If $\vec{z}$ is singular, then we put $q = \frac{1}{3}$.

The coefficient $q$ is called the quadrofactor of the triangle $\vec{z}$. It takes its minimal value $\frac{1}{3}$ if and only if the triangle is regular, and $q$ takes its maximal value $\frac{1}{2}$ if and only if the triangle is linear, see Theorem 6.

The number $\sqrt{3 - 6q}$ appearing in the above formulas has a nice geometric meaning: it is equal to $\frac{4A}{\sqrt{3u^2}}$ where $A$ is the area of the triangle $\vec{z}$. The fraction $\frac{4A}{\sqrt{3u^2}} = \sqrt{3 - 6q}$ is called the normalized area of the triangle $\vec{z}$. It can be considered as a measure of regularity of the triangle: the normalized area takes its (see Corollary 1) maximal value 1 if and only if the triangle is regular, and minimal value 0 if and only if the triangle is linear.

The formula for the affine deviation and the properties of the quadrofactor imply that for a triangle $\vec{z}$ on the complex plane its affine deviation $d(\mathbb{C}\vec{z} + \mathbb{C}, \triangle)$ from the regular triangle $\triangle$ takes

- its minimal value 0 if and only if the triangle $\vec{z}$ is regular and oriented counter-clockwise;
- its maximal value 1 if and only if the triangle $\vec{z}$ is equilateral and oriented clockwise;
- the intermediate value $\frac{1}{2}$ if and only if the triangle $\vec{z}$ is linear but nor singular;
- its value in the interval $(0, \frac{1}{\sqrt{2}})$ if and only if the triangle $\vec{z}$ is not linear, not regular, and is oriented counter-clockwise;

According to this definition, any singular triangle has opposite orientation to the regular triangle $\triangle$. The regular triangle $\triangle$ has orientation $\text{sign}(\triangle) = 1$.

In Theorem 1 we prove that for a triangle $\vec{z} = (z_1, z_2, z_3)$ on the complex plane,

- the isometric deviation $d(\mathbb{T}\vec{z} + \mathbb{C}, \triangle) = \left(1 + u^2 - \sqrt{2u}\sqrt{1 + \text{sign}(\vec{z})\sqrt{3 - 6q}}\right)^{1/2}$,
- the affine deviation $d(\mathbb{C}\vec{z} + \mathbb{C}, \triangle) = \left(\frac{1}{2}(1 - \text{sign}(\vec{z})\sqrt{3 - 6q})\right)^{1/2}$,

where

$$u = \left(\frac{|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2}{3}\right)^{1/2}.$$ $q = \frac{|z_1 - z_2|^4 + |z_2 - z_3|^4 + |z_3 - z_1|^4}{(|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2)^2}$.

If $z_1 = z_2 = z_3$, then we put $q = \frac{1}{2}.$

The coefficient $q$ is called the quadrofactor of the triangle $\vec{z}$. It takes its minimal value $\frac{1}{3}$ if and only if the triangle is regular, and $q$ takes its maximal value $\frac{1}{2}$ if and only if the triangle is linear, see Theorem 6.

The number $\sqrt{3 - 6q}$ appearing in the above formulas has a nice geometric meaning: it is equal to $\frac{4A}{\sqrt{3u^2}}$ where $A$ is the area of the triangle $\vec{z}$. The fraction $\frac{4A}{\sqrt{3u^2}} = \sqrt{3 - 6q}$ is called the normalized area of the triangle $\vec{z}$. It can be considered as a measure of regularity of the triangle: the normalized area takes its (see Corollary 1) maximal value 1 if and only if the triangle is regular, and minimal value 0 if and only if the triangle is linear.

The formula for the affine deviation and the properties of the quadrofactor imply that for a triangle $\vec{z}$ on the complex plane its affine deviation $d(\mathbb{C}\vec{z} + \mathbb{C}, \triangle)$ from the regular triangle $\triangle$ takes

- its minimal value 0 if and only if the triangle $\vec{z}$ is regular and oriented counter-clockwise;
- its maximal value 1 if and only if the triangle $\vec{z}$ is equilateral and oriented clockwise;
- the intermediate value $\frac{1}{2}$ if and only if the triangle $\vec{z}$ is linear but nor singular;
- its value in the interval $(0, \frac{1}{\sqrt{2}})$ if and only if the triangle $\vec{z}$ is not linear, not regular, and is oriented counter-clockwise;
• its value in the interval \((\frac{1}{2}, 1)\) if and only if the triangle \(\vec{z}\) is not linear, not regular, and is oriented clockwise.

We propose to use the isometric and affine deviations as characteristics of the quality of 3-phase electric power. In Section 8 we compare these characteristics to a standard measure of quality of electric power, which is based on positive and negative components of a triangle. Following the classical approach of Fortescue \([3]\), for a triangle \(\vec{z} = (z_1, z_2, z_3)\) in the complex plane, we define three symmetric components of \(\vec{z}\): the positive component \(\frac{1}{3}(z_1 + z_2e^{-\frac{2\pi}{3}i} + z_3e^{\frac{2\pi}{3}i})\), the negative component \(\frac{1}{3}(z_1 + z_2e^{\frac{2\pi}{3}i} + z_3e^{-\frac{2\pi}{3}i})\), and the zero component \(\frac{1}{3}(z_1 + z_2 + z_3)\).

The ratio of negative to positive components \(K = \frac{|z_1 + z_2e^{\frac{2\pi}{3}i} + z_3e^{-\frac{2\pi}{3}i}|}{|z_1 + z_2e^{-\frac{2\pi}{3}i} + z_3e^{\frac{2\pi}{3}i}|}\) is called the unbalance factor of the triangle \(\vec{z}\) and is widely used in Electric Power Engineering as a number characterizing a deviation of the triangle \(\vec{z}\) from being regular and oriented counter-clockwise. The unbalance factor \(K\) is equal to zero if and only if the triangle \(\vec{z}\) is regular and is oriented counter-clockwise. In particular, the unbalance factor \(K\) of the model regular triangle \(\triangle\) is zero.

In Theorem 2 and Corollary 2 we prove that any triangle \(\vec{z} = (z_1, z_2, z_3) \in \mathbb{C}\) has unbalance factor

\[ K = \left(1 - \text{sign}(\vec{z})\sqrt{3 - 6q}\right)^{1/2} = \left(\frac{\text{d}(\mathbb{C}^*\vec{z} + \mathbb{C}, \triangle)^2}{1 - \text{d}(\mathbb{C}^*\vec{z} + \mathbb{C}, \triangle)^2}\right)^{1/2}, \]

which implies that \(K\) is expressible via the affine deviation

\[ \text{d}(\mathbb{C}^*\vec{z} + \mathbb{C}, \triangle) = \frac{1}{2}(1 - \text{sign}(\vec{z})\sqrt{3 - 6q})^{1/2} = \left(\frac{K^2}{1 + K^2}\right)^{1/2} \]

and vice versa. On the other hand, the isometric deviation \(d(\mathbb{T}\vec{z} + \mathbb{C}, \triangle)\) is a new characteristic that evaluates a deviation of a triangle \(\vec{z}\) from \(\triangle\) both by the form and size.

1. The Hilbert space structure of \(\mathbb{C}^n\). For a complex number \(z = x + iy\) we denote by \(|z| = \sqrt{x^2 + y^2}\) the absolute value of \(z\). Also \(\text{Re}(z)\) and \(\text{Im}(z)\) will denote the real and imaginary parts of \(z = x + iy\), which are equal to \(x\) and \(y\), respectively. By \(\bar{z} := x - iy\) we denote the conjugate to \(z\). We shall often exploit the equality \(|z|^2 = z\bar{z}\) holding for any complex number \(z\).

For two vectors \(\vec{x} = (x_1, \ldots, x_n)\) and \(\vec{y} = (y_1, \ldots, y_n)\) in the linear space \(\mathbb{C}^n\) by

\[ \langle \vec{x}, \vec{y} \rangle := \sum_{k=1}^{n} x_ky_k \]

we denote the scalar product of the vectors \(\vec{x}\) and \(\vec{y}\). The non-negative number

\[ ||\vec{x}|| := \sqrt{\langle \vec{x}, \vec{x} \rangle} = \left(\sum_{k=1}^{n} |x_k|^2\right)^{1/2} \]

is called the norm of the vector \(\vec{x}\) in \(\mathbb{C}^n\). It is easy to see that for two \(n\)-gons \(\vec{x} = (x_1, \ldots, x_n)\) and \(\vec{y} = (y_1, \ldots, y_n)\) in \(\mathbb{C}\) we have

\[ d(\vec{x}, \vec{y}) = \left(\sum_{k=1}^{n} |x_k - y_k|^2\right)^{1/2} = ||\vec{x} - \vec{y}||. \]
So, the distance between \( n \)-gons is equal to the distance between the corresponding vectors in the Hilbert space \( \mathbb{C}^n \).

For an \( n \)-gon \( \vec{x} = (x_1, \ldots, x_n) \) in \( \mathbb{C} \) and a complex number \( z \) let \( \vec{x} + z = (x_1 + z, \ldots, x_n + z) \) be the shifted \( n \)-gon \( \vec{x} \) in the direction of the vector \( z \).

2. The rotational deviation.

**Proposition 1.** The rotational deviation \( d(\mathbb{T}\vec{x}, \vec{y}) \) of any vector \( \vec{x} = (x_1, \ldots, x_n) \in \mathbb{C}^n \) from a vector \( \vec{y} = (y_1, \ldots, y_n) \in \mathbb{C}^n \) can be calculated by the formula

\[
d(\mathbb{T}\vec{x}, \vec{y}) = \sqrt{||\vec{x}||^2 + ||\vec{y}||^2 - 2 \cdot |\langle \vec{x} | \vec{y} \rangle|} = d(a\vec{x}, \vec{y}),
\]

where \( a = \frac{\vec{x} \overline{\vec{y}}}{||\vec{x}||^2} \) if \( \langle \vec{x} | \vec{y} \rangle \neq 0 \), and \( a \) is any element of \( \mathbb{T} \) if \( \langle \vec{x} | \vec{y} \rangle = 0 \).

**Proof.** Observe that for any \( a \in \mathbb{T} \) we have

\[
d(a\vec{x}, \vec{y})^2 = \sum_{k=1}^{n} |ax_k - y_k|^2 = \sum_{k=1}^{n} (ax_k - y_k)(\bar{a}x_k - \bar{y}_k) =
\]

\[
= \sum_{k=1}^{n} (a\bar{a}x_k\bar{x}_k + xy_k - ax_k\bar{y}_k - a\bar{a}x_k\bar{y}_k) = \sum_{k=1}^{n} (|x_k|^2 + |y_k|^2 - 2\text{Re}(ax_k\bar{y}_k)) =
\]

\[
= (\sum_{k=1}^{n} |x_k|^2 + |y_k|^2) - 2\text{Re}(a \sum_{k=1}^{n} x_k\bar{y}_k) = ||\vec{x}||^2 + ||\vec{y}||^2 - 2\text{Re}(a\langle \vec{x} | \vec{y} \rangle).
\]

Now we see that

\[
d(\mathbb{T}\vec{x}, \vec{y}) = \min\{d(a\vec{x}, \vec{y}) : a \in \mathbb{T}\} = \min \left\{ ||\vec{x}||^2 + ||\vec{y}||^2 - 2\text{Re}(a\langle \vec{x} | \vec{y} \rangle) : a \in \mathbb{T} \right\} =
\]

\[
= ||\vec{x}||^2 + ||\vec{y}||^2 - 2\|a\langle \vec{x} | \vec{y} \rangle\| = d(a\vec{x}, \vec{y}),
\]

where \( a = \frac{\vec{x} \overline{\vec{y}}}{||\vec{x}||^2} \) if \( \langle \vec{x} | \vec{y} \rangle \neq 0 \), and \( a \) is any element of \( \mathbb{T} \) if \( \langle \vec{x}, \vec{y} \rangle = 0 \). \( \square \)

3. The isometric deviation.

**Proposition 2.** The isometric deviation \( d(\mathbb{T}\vec{x} + \mathbb{C}, \triangle) \) of any vector \( \vec{x} = (x_1, \ldots, x_n) \in \mathbb{C}^n \) from a vector \( \vec{y} = (y_1, \ldots, y_n) \in \mathbb{C}^n \) can be calculated by the formula

\[
d(\mathbb{T}\vec{x} + \mathbb{C}, \vec{y}) = \sqrt{||\vec{x} - x_0||^2 + ||\vec{y} - y_0||^2 - 2 \cdot |\langle \vec{x} - x_0 | \vec{y} - y_0 \rangle|} = d(a(\vec{x} - x_0), \vec{y} - y_0),
\]

where \( x_0 = \frac{1}{n} \sum_{k=1}^{n} x_k \), \( y_0 = \frac{1}{n} \sum_{k=1}^{n} y_k \), and \( a = \frac{(\vec{x} - x_0)(\vec{y} - y_0)}{|\langle \vec{x} - x_0 | \vec{y} - y_0 \rangle|} \) if \( \langle \vec{x} - x_0 | \vec{y} - y_0 \rangle \neq 0 \), and \( a \) is any element of \( \mathbb{T} \) if \( \langle \vec{x} - x_0 | \vec{y} - y_0 \rangle = 0 \).

**Proof.** Observe that \( d(\mathbb{T}\vec{x} + \mathbb{C}, \vec{y})^2 = \min\{d(a(\vec{x} - x_0) + b, \vec{y} - y_0) : a \in \mathbb{T}, b \in \mathbb{C}\} \) for any \( a \in \mathbb{T} \) and \( b \in \mathbb{C} \) we have

\[
d(a(\vec{x} - x_0) + b, \vec{y} - y_0)^2 = \sum_{k=1}^{n} (a(x_k - x_0) + b - (y_k - y_0))(\bar{a}(\bar{x}_k - \bar{x}_0) + \bar{b} - (\bar{y}_k - \bar{y}_0)) =
\]

\[
= \sum_{k=1}^{n} \left( |a(x_k - x_0) - (y_k - y_0)|^2 + |b|^2 + b(\bar{a}(\bar{x}_k - \bar{x}_0) - (\bar{y}_k - \bar{y}_0)) + (a(x_k - x_0) - (y_k - y_0))\bar{b} \right) =
\]
= d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2 + ba \cdot 0 - b \cdot 0 + \bar{b}a \cdot 0 - \bar{b} \cdot 0 = d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2.

Applying Proposition 1, we obtain
\[
d(\mathbb{T}\vec{x} + C, \vec{y})^2 = \min\{d(a(\vec{x} - x_0) + b, \vec{y} - y_0)^2 : a \in \mathbb{T}, b \in \mathbb{C}\} =
\[
= \min\{d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2 : a \in \mathbb{T}, b \in \mathbb{C}\} = \min\{d(a(\vec{x} - x_0), \vec{y} - y_0)^2 : a \in \mathbb{T}\} =
\[
d(\mathbb{T}(\vec{x} - x_0), \vec{y} - y_0)^2 = ||\vec{x} - x_0||^2 + ||\vec{y} - y_0||^2 - 2\langle \vec{x} - x_0, \vec{y} - y_0 \rangle = d(a(\vec{x} - x_0), \vec{y} - y_0)^2,
\]
where \( a = \frac{(\vec{x} - x_0)(\vec{y} - y_0)}{||\vec{x} - x_0||^2 ||\vec{y} - y_0||} \) if \( \langle \vec{x} - x_0, \vec{y} - y_0 \rangle \neq 0 \), and \( a \) is any element of \( \mathbb{T} \) if \( \langle \vec{x} - x_0, \vec{y} - y_0 \rangle = 0 \). □

4. The linear deviation.

**Proposition 3.** The linear deviation \( d(C^*\vec{x}, \vec{y}) \) of any non-zero vector \( \vec{x} = (x_1, \ldots, x_n) \in \mathbb{C}^n \) from a vector \( \vec{y} = (y_1, \ldots, y_n) \in \mathbb{C}^n \) can be calculated by the formula
\[
d(C^*\vec{x}, \vec{y}) = \left( \|\vec{y}\|^2 - \left( \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|^2} \right)^2 \right)^{1/2} = d(a\vec{x}, \vec{y}), \text{ where } a = \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|^2}. \]
If \( \vec{x} = 0 \), then \( d(C^*\vec{x}, \vec{y}) = \|\vec{y}\| \).

**Proof.** If \( \vec{x} = 0 \), then \( d(C^*\vec{x}, \vec{y}) = \min\{d(a\vec{0}, \vec{y}) : a \in C^*\} = d(\vec{0}, \vec{y}) = \|\vec{y}\| \). So, we assume that \( \vec{x} \neq 0 \). Observe that \( d(C^*\vec{x}, \vec{y}) = \min\{d(tr\vec{x}, \vec{y}) : t \in \mathbb{T}, r \in \mathbb{R}_+\} \), where \( \mathbb{R}_+ \) stands for the set of positive real numbers. By Proposition 1, for any \( r \in \mathbb{R}_+ \)
\[
\min\{d(tr\vec{x}, \vec{y})^2 : t \in \mathbb{T}\} = r^2\|\vec{x}\|^2 + \|\vec{y}\|^2 - 2r\langle \vec{x}, \vec{y} \rangle = \left( r\|\vec{x}\| - \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|} \right)^2 + \|\vec{y}\|^2 - \left( \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|} \right)^2.
\]
Now we see that \( d(C^*\vec{x}, \vec{y})^2 = \|\vec{y}\|^2 - \left( \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|} \right)^2 = d(tr\vec{x}, \vec{y})^2 = d(a\vec{x}, \vec{y})^2, \)
where \( r = \frac{\|\vec{x}\|}{\|\vec{y}\|}, t = \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|}, \) and \( a = \frac{\langle \vec{x}, \vec{y} \rangle}{\|\vec{x}\|^2} \). □

5. The affine deviation.

**Proposition 4.** The affine deviation of any non-constant vector \( \vec{x} = (x_1, \ldots, x_n) \in \mathbb{C}^n \) from a vector \( \vec{y} = (y_1, \ldots, y_n) \in \mathbb{C}^n \) can be calculated by the formula
\[
d(C^*\vec{x} + C, \vec{y}) = \left( \|\vec{y} - y_0\|^2 - \left( \frac{\langle \vec{x} - x_0, \vec{y} - y_0 \rangle}{\|\vec{x} - x_0\|^2} \right)^2 \right)^{1/2} = d(a(\vec{x} - x_0), \vec{y} - y_0), \]
where \( a = \frac{\langle \vec{x} - x_0, \vec{y} - y_0 \rangle}{\|\vec{x} - x_0\|^2} \).
If \( \vec{x} \in \mathbb{C}^n \) is a constant vector, then \( d(C^*\vec{x} + C, \vec{y}) = \|\vec{y} - y_0\| \) for any vector \( \vec{y} \in \mathbb{C}^n \).

**Proof.** Observe that \( d(C^*\vec{x} + C, \vec{y})^2 = \min\{d(a(\vec{x} - x_0) + b, \vec{y} - y_0)^2 : a \in C^*, b \in C\} \). For any \( a \in C^* \) and \( b \in \mathbb{C} \) we have
\[
d(a(\vec{x} - x_0) + b, \vec{y} - y_0)^2 = \sum_{k=1}^n \left( a(x_k - x_0) + b - (y_k - y_0) \right)(a(\vec{x}_k - \vec{x}_0) + b - (\vec{y}_k - \vec{y}_0)) =
\[
d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2 + ba \cdot 0 - b \cdot 0 + \bar{b}a \cdot 0 - \bar{b} \cdot 0 = d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2.
\]
Then \( d(C^*\vec{x} + C, \vec{y})^2 = \min\{d(a(\vec{x} - x_0) + b, \vec{y} - y_0)^2 : a \in C^*, b \in C\} = \min\{d(a(\vec{x} - x_0), \vec{y} - y_0)^2 + |b|^2 : a \in C^*, b \in \mathbb{C}\} = \min\{d(a(\vec{x} - x_0), \vec{y} - y_0)^2 : a \in C^*\} = d(C^*(\vec{x} - x_0), \vec{y} - y_0)^2. \)
If $\vec{x}$ is a constant vector, then $\vec{x} - x_0 = \vec{0}$ and $d(\mathbb{C}^*\vec{x} + \mathbb{C}, \vec{y}) = d(\mathbb{C}^* (\vec{x} - x_0), \vec{y} - y_0) = d(\mathbb{C}^*\vec{0}, \vec{y} - y_0) = \|\vec{y} - y_0\|$.

If the vector $\vec{x}$ is not constant, then $\vec{x} - x_0 \neq \vec{0}$ and by Proposition 3, we obtain $d(\mathbb{C}^*\vec{x} + \mathbb{C}, \vec{y})^2 = d(\mathbb{C}^* (\vec{x} - x_0), \vec{y} - y_0) = \|\vec{y} - y_0\|^2 - \frac{|(\vec{x} - x_0|\vec{y} - y_0)^2}{\|\vec{x} - x_0\|^2} = d(a(\vec{x} - x_0), \vec{y} - y_0)$, where $a = \frac{(|\vec{x} - x_0|\vec{y} - y_0)}{\|\vec{x} - x_0\|^2}$.

6. The quadrofactor and normalized area of a triangle. By a plane triangle we understand a non-singular triangle in the complex plane.

**Definition 2.** For a plane triangle $\vec{z}$ with sides $a, b, c$ in the plane the quadrofactor of $\vec{z}$ is the number $q = a^4 + b^4 + c^4$ and the normalized area of $\vec{z}$ is the number $\frac{4\sqrt{3}A}{a^2 + b^2 + c^2}$, where $A$ is the area of the triangle $\vec{z}$.

The normalized area can be expressed via the quadrofactor as follows.

**Proposition 5.** For a plane triangle with sides $a, b, c$ its normalized area equals $\frac{4\sqrt{3}A}{a^2 + b^2 + c^2} = \sqrt{3 - 6q}$, where $A$ is the area of the triangle and $q$ is its quadrofactor.

**Proof.** From Heron’s formula [5] we get $A = \frac{1}{4}\sqrt{2a^2b^2 + 2a^2c^2 + 2b^2c^2 - a^4 - b^4 - c^4} = \frac{1}{4}\sqrt{(a^2 + b^2 + c^2)^2 - 2(a^4 + b^4 + c^4)}$ and hence $\frac{4\sqrt{3}A}{(a^2 + b^2 + c^2)} = \sqrt{3 - 6q}$.

The following proposition describes three basic properties of the quadrofactor.
Proposition 6. Let \( q \) be the quadrofactor of a plane triangle. Then: 1. \( \frac{1}{3} \leq q \leq \frac{1}{2} \); 2. \( q = \frac{1}{3} \) if and only if the triangle is regular; 3. \( q = \frac{1}{2} \) if and only if the triangle is linear.

Proof. Let \( a, b, c \) be the lengths of the sides of the triangle. Obviously the inequality \( u^4 + v^4 \geq 2u^2v^2 \) holds and equality attained if and only if \( u^2 = v^2 \). Hence

\[
a^4 + b^4 + c^4 = \frac{a^4 + b^4}{2} + \frac{c^4 + a^4}{2} + \frac{b^4 + c^4}{2} \geq a^2b^2 + c^2a^2 + b^2c^2,
\]

thus \( (a^2 + b^2 + c^2)^2 \leq 3(a^4 + b^4 + c^4) \), which implies \( q \geq \frac{1}{3} \). The equality is attained if and only if \( a^2 = b^2 = c^2 \) and only if the triangle is regular.

Proposition 5 implies that \( 3 - 6q \geq 0 \) and hence \( q \leq \frac{1}{2} \). Moreover, \( q = \frac{1}{2} \) if and only if the triangle has zero area if only if the triangle is linear.

\[\Box\]

Corollary 1. Let \( q \) be the quadrofactor of a plane triangle and \( \sqrt{3 - 6q} \) be its normalized area. Then: 1. \( \sqrt{3 - 6q} \leq 1 \); 2. \( \sqrt{3 - 6q} = 1 \) if and only if the triangle is regular; 3. \( \sqrt{3 - 6q} = 0 \) if and only if the triangle is linear.

7. Deviations from a regular triangle.

In this section we deduce formulas for calculating four deviations of a given triangle on the complex plane from the regular triangle

\[\Delta = \frac{1}{\sqrt{3}}(1, e^{i\frac{2\pi}{3}}, e^{-i\frac{2\pi}{3}})\]

with sides of length 1. This regular triangle will model the ideal form of a 3-phase electric power.

Propositions 1–4 imply the following formulas for deviations of a triangle from the regular triangle \( \Delta \).

Proposition 7. A triangle \( \vec{z} = (z_1, z_2, z_3) \in \mathbb{C}^3 \) with center \( z_0 = \frac{1}{3}(z_1 + z_2 + z_3) \) has:
1. the rotation derivation \( d(T\vec{z}, \Delta) = \sqrt{\|\vec{z}\|^2 + 1 - 2 \cdot |\langle \vec{z}, \Delta \rangle|} = d(\frac{\langle \vec{z}, \Delta \rangle}{\|\vec{z}\|^2}, \vec{z}, \Delta) \),
2. the linear deviation \( d(C^*\vec{z}, \Delta) = \sqrt{1 - \frac{|\langle \vec{z}, \Delta \rangle|^2}{\|\vec{z}\|^2}} = d(\frac{\langle \vec{z}, \Delta \rangle}{\|\vec{z}\|^2}, \vec{z}, \Delta) \),
3. the isometric deviation
\[d(T\vec{z}+C, \Delta) = \sqrt{\|\vec{z}-z_0\|^2 + 1 - 2 \cdot |\langle \vec{z}-z_0, \Delta \rangle|} = d\left(\frac{\langle \vec{z}-z_0, \Delta \rangle}{\|\vec{z}-z_0\|^2}, \vec{z}-z_0, \Delta\right),\]
4. the affine deviation \( d(C^*\vec{z}+C, \Delta) = \sqrt{1 - \frac{|\langle \vec{z}-z_0, \Delta \rangle|^2}{\|\vec{z}-z_0\|^2}} = d\left(\frac{\langle \vec{z}-z_0, \Delta \rangle}{\|\vec{z}-z_0\|^2}, \vec{z}-z_0, \Delta\right).\)

Next, we show that the isometric and affine deviations \( d(T\vec{z}+C, \Delta) \) and \( d(C^*\vec{z}+C, \Delta) \) can be expressed via the lengths of the sides of the triangle \( \vec{z} \).

Lemma 1. For any triangle \( \vec{z} = (z_1, z_2, z_3) \in \mathbb{C}^2 \) on the complex plane and its center \( z_0 = \frac{1}{3}(z_0, z_1, z_2) \) we have \( \|\vec{z}-z_0\|^2 = \frac{1}{3}(|z_1-z_2|^2 + |z_2-z_3|^2 + |z_3-z_1|^2) \).

Proof. Let \( x_k = z_k - z_0 \) for \( k \in \{1, 2, 3\} \) and observe that \( x_1 + x_2 + x_3 = 0 \). Observe also
that \( x_k - x_j = z_k - z_j \) for any \( k, j \in \{1, 2, 3\} \). Then

\[
|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2 = |x_1 - x_2|^2 + |x_2 - x_3|^2 + |x_3 - x_1|^2 = \\
= (x_1 - x_2)(\bar{x}_1 - \bar{x}_2) + (x_2 - x_3)(\bar{x}_2 - \bar{x}_3) + (x_3 - x_1)(\bar{x}_3 - \bar{x}_1) = \\
= 2(x_1\bar{x}_1 + x_2\bar{x}_2 + x_3\bar{x}_3) - x_1\bar{x}_2 - x_2\bar{x}_3 - x_3\bar{x}_1 = \\
= 3(|x_1|^2 + |x_2|^2 + |x_3|^2) - x_1\bar{x}_2 + x_3\bar{x}_1 - x_2\bar{x}_3 + x_3\bar{x}_1 + x_2\bar{x}_3 = \\
= 3 \cdot (|z_1 - z_0|^2 + |z_2 - z_0|^2 + |z_3 - z_0|^2) + 0 = 3 \cdot ||\bar{z} - z_0||^2.
\]

\[
\text{Lemma 2. Let } \bar{z} = (z_1, z_2, z_3) \text{ where } z_1 = 0, z_2 = x = x_2 \in \mathbb{R} \text{ and } z_3 = x_3 + iy_3. \text{ Then for the center } z_0 = \frac{1}{3}(z_1 + z_2 + z_3) \text{ of the triangle } \bar{z} \text{ we have}
\]

\[
\langle \bar{z} - z_0 | \Delta \rangle = -\frac{x_2 + x_3 + \sqrt{3}y_3}{2\sqrt{3}} - \frac{\sqrt{3}x_2 - \sqrt{3}x_3 + y_3}{2\sqrt{3}} \cdot i
\]

and

\[
|\langle \bar{z} - z_0 | \Delta \rangle|^2 = \frac{1}{3}(x_2^2 + x_3^2 + y_3^2) - x_2x_3 + \sqrt{3}x_2y_3).
\]

\[
\text{Proof. It follows that } z_0 = \frac{x_2 + x_3 + y_3i}{3}, \text{ thus } \bar{z} - z_0 = (-\frac{x_2 + x_3}{3} - i\frac{y_3}{3}, \frac{2x_2 - x_3}{3} - i\frac{y_3}{3}, \frac{2x_3 - x_2}{3} + i\frac{y_3}{3}).
\]

Since \( \Delta = \frac{1}{\sqrt{3}}(1, e^{i\frac{2\pi}{3}}, e^{-i\frac{2\pi}{3}}) = \frac{1}{\sqrt{3}}(1 - \frac{i}{\sqrt{3}}, -\frac{1}{2} - i\frac{\sqrt{3}}{2}, -\frac{1}{2} + i\frac{\sqrt{3}}{2}) \), by simple calculations we have

\[
\langle \bar{z} - z_0 | \Delta \rangle = \frac{1}{2\sqrt{3}}(\sqrt{3}x_1 + \sqrt{3}x_3 - \sqrt{3}x_2 + 3\sqrt{3}y_3)
\]

Then

\[
|\langle \bar{z} - z_0 | \Delta \rangle|^2 = \frac{1}{12}((x_2 - x_3 - \sqrt{3}y_3)^2 + (\sqrt{3}x_2 + \sqrt{3}x_3 - y_3)^2) = \\
= \frac{1}{12}(4x_2^2 + 4x_3^2 + 4y_3^2 - 4x_2x_3 + 4\sqrt{3}x_2y_3).
\]

\[
\text{Lemma 3. For any triangle } \bar{z} = (z_1, z_2, z_3) \in \mathbb{C}^3 \text{ and its center } z_0 = \frac{1}{3}(z_1 + z_2 + z_3) \text{ we have}
\]

\[
|\langle \bar{z} - z_0 | \Delta \rangle| = \frac{u}{\sqrt{2}}\sqrt{1 + \text{sign}(\bar{z})\sqrt{3} - 6q}
\]

where \( u = \left(\frac{|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2}{3}\right)^{1/2}, q = \left(\frac{|z_1 - z_2|^4 + |z_2 - z_3|^4 + |z_3 - z_1|^4}{(|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2)^2}\right). \)

\[
\text{Proof. The equality in the lemma is trivial if } u = 0. \text{ So we assume that } u > 0. \text{ For every } k \in \{1, 2, 3\} \text{ write the complex number } z_k \text{ as } x_k + iy_k \text{ for some real numbers } x_k, y_k.
\]

Since \( |\langle \bar{z} - z_0 | \Delta \rangle| \) is invariant under isometric transformations of the triangle \( \bar{z} \), we lose no generality assuming that \( z_1 = 0 \) and \( z_2 = x_2 \) is a positive real number. In this case \( \text{sign}(\bar{z}) = \text{sign}(y_3) \).

Denote the lengths of the sides of the triangle \( \bar{z} \) by \( a = |z_1 - z_2|, b = |z_2 - z_3| \) and \( c = |z_3 - z_1| \). Let \( \beta \) be the angle of the triangle \( \bar{z} \) at the vertex \( z_1 = 0 \). So, \( \beta \) is opposite to the side of length \( b \). If \( z_3 = 0 \), then we put \( \beta = 0 \).

It follows that \( x_3 = c \cdot \cos \beta \) and \( y_2 = \text{sign}(\bar{z}) \cdot c \cdot \sin \beta \). By the cosine theorem, \( b^2 = |z_2 - z_3|^2 = a^2 + c^2 - 2ac \cos \beta \) and hence
cos \beta = \frac{a^2 + c^2 - b^2}{2ac}, \quad \sin \beta = \sqrt{1 - \left(\frac{a^2 + c^2 - b^2}{2ac}\right)^2} = \frac{3u^2 \sqrt{1 - 2q}}{2ac}.

By second equality from Lemma 2 one has
\begin{align*}
|\langle \vec{z} - z_0, \Delta \rangle|^2 &= \frac{1}{3} \left( a^2 + c^2 - ac \cos \beta + \text{sign}(\vec{z}) \sqrt{3ac \sin \beta} \right) \\
&= \frac{1}{6} \left( a^2 + b^2 + c^2 + \text{sign}(\vec{z}) 3u^2 \sqrt{3 - 6q} \right) = \frac{u^2}{2} \left( 1 + \text{sign}(\vec{z}) \sqrt{3 - 6q} \right).
\end{align*}

Now we are able to prove the main result of this section.

**Theorem 1.** For any triangle \( \vec{z} = (z_1, z_2, z_3) \in \mathbb{C}^3 \) on the complex plane:
1. the isometric deviation \( d(T \vec{z} + \mathbb{C}, \Delta) = \sqrt{1 + u^2 - \sqrt{2u(1 + \text{sign}(\vec{z}) \sqrt{3 - 6q})}} \); 
2. the affine deviation \( d(C^* \vec{z} + \mathbb{C}, \Delta) = \sqrt{\frac{1}{2}(1 - \text{sign}(\vec{z}) \sqrt{3 - 6q})} \),
\[ u = \left( \frac{|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2}{3} \right)^{1/2}, \quad q = \frac{|z_1 - z_2|^4 + |z_2 - z_3|^4 + |z_3 - z_1|^4}{(|z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2)^2}. \]

**Proof.** Let \( z_0 = \frac{1}{3}(z_1 + z_2 + z_3). \) By Proposition 7 and Lemmas 1, 3, we have
\begin{align*}
d(T \vec{z} + \mathbb{C}, \Delta) &= \sqrt{1 + u^2 - \sqrt{2u(1 + \text{sign}(\vec{z}) \sqrt{3 - 6q})}} \\
&= \left( 1 + u^2 - \sqrt{2u} \sqrt{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}} \right)^{1/2}, \\
d(C^* \vec{z} + \mathbb{C}, \Delta) &= \left( 1 - \frac{|\langle \vec{z} - c, \Delta \rangle|^2}{||\vec{z} - c||^2} \right)^{1/2} \\
&= \left( 1 - \frac{u^2 (1 + \text{sign}(\vec{z}) \sqrt{3 - 6q})}{2u^2} \right)^{1/2} = \left( \frac{1}{2}(1 - \text{sign}(\vec{z}) \sqrt{3 - 6q}) \right)^{1/2}.
\end{align*}

8. Interplay between the affine deviation and the unbalance factor. In this section we investigate the interplay between the unbalance factor \( K \) of a triangle \( \vec{z} = (z_1, z_2, z_3) \) on the complex plane and the affine deviation \( d(C^* \vec{z} + \mathbb{C}, \Delta) \) of the triangle \( \vec{z} \) from the regular triangle \( \Delta \).

We recall that \( K = \left| \frac{z_1 + z_2 e^{-i\frac{2\pi}{3}} + z_3 e^{i\frac{2\pi}{3}}}{z_1 + z_2 e^{i\frac{2\pi}{3}} + z_3 e^{-i\frac{2\pi}{3}}} \right|. \) The unbalance factor \( K \) was introduced by Fortescue [3] and is widely used in Electric Engineering [1], [2], [4] for evaluation of the quality of 3-phase electric power.

**Theorem 2.** Any triangle \( \vec{z} = (z_1, z_2, z_3) \) on the complex plane has unbalance factor \( K = \left( \frac{1 - \text{sign}(\vec{z}) \sqrt{3 - 6q}}{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}} \right)^{1/2} \) where \( q \) is the quadrofactor of the triangle \( \vec{z} \).

**Proof.** Let \( z_0 = \frac{1}{3}(z_1 + z_2 + z_3) \) be the center of the triangle \( \vec{z} \) and \( s = |z_1 - z_2|^2 + |z_2 - z_3|^2 + |z_3 - z_1|^2 \). Observe that the positive component \( \frac{1}{3}(z_1 + z_2 e^{-i\frac{2\pi}{3}} + z_2 e^{i\frac{2\pi}{3}}) \) of \( \vec{z} \) has
length
\[
\frac{1}{3} |z_1 + z_2 e^{i \frac{2\pi}{3}} + z_3 e^{i \frac{4\pi}{3}}| = \frac{1}{\sqrt{3}} |\langle \vec{z} | \Delta \rangle| = \frac{1}{\sqrt{3}} |\langle \vec{z} - z_0 | \Delta \rangle| + z_0 (1 + e^{i \frac{2\pi}{3}} + e^{i \frac{4\pi}{3}})
\]
\[=
\frac{1}{\sqrt{3}} |\langle \vec{z} - z_0 | \Delta \rangle| + 0 = \frac{1}{\sqrt{3}} |\langle \vec{z} - z_0 | \Delta \rangle| = \frac{1}{\sqrt{6}} u \sqrt{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}},
\]
according to Lemma 3.

For evaluation of the length of the negative component \( z_1 + z_1 e^{i \frac{2\pi}{3}} + z_2 e^{-i \frac{2\pi}{3}} \), consider the triangles \( \vec{z} = (\vec{z}_1, \vec{z}_2, \vec{z}_3) \), \( \vec{\Delta} = \frac{1}{\sqrt{3}} (1, e^{-i \frac{2\pi}{3}}, e^{i \frac{2\pi}{3}}) \) and observe that
\[
\frac{1}{3} |z_1 + z_2 e^{i \frac{2\pi}{3}} + z_3 e^{-i \frac{2\pi}{3}}| = \frac{1}{\sqrt{3}} |\langle \vec{z} | \vec{\Delta} \rangle| = \frac{1}{\sqrt{3}} |\langle \vec{z} - z_0 | \vec{\Delta} \rangle| + z_0 (1 + e^{i \frac{2\pi}{3}} + e^{-i \frac{2\pi}{3}})
\]
\[=
\frac{1}{\sqrt{3}} |\langle \vec{z} - z_0 | \vec{\Delta} \rangle| + 0 = \frac{1}{\sqrt{6}} u \sqrt{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}} = \frac{1}{\sqrt{6}} u \sqrt{1 - \text{sign}(\vec{z}) \sqrt{3 - 6q},}
\]
according to Lemma 3.

Then
\[
K = \frac{|z_1 + z_2 e^{i \frac{2\pi}{3}} + z_3 e^{-i \frac{2\pi}{3}}|}{|z_1 + z_2 e^{-i \frac{2\pi}{3}} + z_3 e^{i \frac{2\pi}{3}}|} = \frac{u \sqrt{\frac{1}{6} (1 - \text{sign}(\vec{z}) \sqrt{3 - 6q})}}{u \sqrt{\frac{1}{6} (1 + \text{sign}(\vec{z}) \sqrt{3 - 6q})}} = \sqrt{\frac{1 - \text{sign}(\vec{z}) \sqrt{3 - 6q}}{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}}}
\]
\[\square\]

Theorems 2 and 1 imply the following corollary expressing the unbalance factor of a triangle via its affine deviation for the regular triangle \( \Delta \) and vice versa.

**Corollary 2.** For any triangle \( \vec{z} \) in the complex plane
\[
K = \sqrt{\frac{d(C^* \vec{z} + C, \Delta)^2}{1 - d(C^* \vec{z} + C, \Delta)^2}} \quad \text{and} \quad d(C^* \vec{z} + C, \Delta) = \sqrt{\frac{K^2}{1 + K^2}}.
\]

**Proof.** By Theorem 1, \( d(C^* \vec{z} + C, \Delta)^2 = \frac{1}{2} (1 - \text{sign}(\vec{z}) \sqrt{3 - 6q}) \), and hence
\[
\text{sign}(\vec{z}) \sqrt{3 - 6q} = 1 - 2d(C^* \vec{z} + C, \Delta)^2.
\]

After substitution of \( \text{sign}(\vec{z}) \sqrt{3 - 6q} \) into the formula for \( K \) from Theorem 2, we obtain the desired equality
\[
K = \sqrt{\frac{1 - \text{sign}(\vec{z}) \sqrt{3 - 6q}}{1 + \text{sign}(\vec{z}) \sqrt{3 - 6q}}} = \sqrt{\frac{d(C^* \vec{z} + C, \Delta)^2}{1 - d(C^* \vec{z} + C, \Delta)^2}},
\]
which implies \( d(C^* \vec{z} + C, \Delta)^2 = \frac{K^2}{1 + K^2} \). \( \square \)

9. **Visualization of the isometric and affine deviations.** For applications to problems of quality control in Electric Engineering, it is important to visualize the isometric and affine deviations of a given triangle with sides \( a, b, c \) from the unit triangle \( \Delta \). This can be done using the following theorem.
Theorem 3. Let \( \vec{z} = (z_1, z_2, z_3) \in \mathbb{C}^3 \) be a non-singular plane triangle with sides \( a = |z_1 - z_2|, b = |z_2 - z_3| \) and \( c = |z_3 - z_1| \). Let \( u = \left( \frac{a^2 + b^2 + c^2}{3} \right)^{1/2} \), \( q = \frac{a^4 + b^4 + c^4}{(a^2 + b^2 + c^2)^2} \),
\[
\begin{align*}
\vec{z}_1 \triangledown &= \frac{2a^2 + 2c^2 - b^2 + 3 \text{sign}(\vec{z})u^2 \sqrt{3} - 6q}{6\sqrt{3}} + \frac{c^2 - a^2}{6} \cdot i, \\
\vec{z}_2 \triangledown &= \frac{c^2 - 5a^2 + b^2 - 3 \text{sign}(\vec{z})u^2 \sqrt{3} - 6q}{12\sqrt{3}} + \frac{a^2 - c^2 + 3b^2 + 3 \text{sign}(z)u^2 \sqrt{3} - 6q}{12} \cdot i, \\
\vec{z}_3 \triangledown &= \frac{a^2 - 5c^2 + b^2 - 3 \text{sign}(\vec{z})u^2 \sqrt{3} - 6q}{12\sqrt{3}} - \frac{c^2 - a^2 + 3b^2 + 3 \text{sign}(\vec{z})u^2 \sqrt{3} - 6q}{12} \cdot i.
\end{align*}
\]
Then
\[
d(\mathbb{C}^* \vec{z} + \mathbb{C}, \triangle) = d(\vec{z}_*, \triangle) \quad \text{and} \quad d(T\vec{z} + \mathbb{C}, \triangle) = d(\vec{z}_*, \triangle),
\]
where \( \vec{z}_* = \frac{1}{u^2} \cdot (\vec{z}_1 \triangledown, \vec{z}_2 \triangledown, \vec{z}_3 \triangledown) \) and \( \vec{z}_* = \frac{\sqrt{2}}{u \sqrt{1 + \text{sign}(\vec{z})\sqrt{3} - 6q}} \cdot (\vec{z}_1 \triangledown, \vec{z}_2 \triangledown, \vec{z}_3 \triangledown) \). If \( a = b = c \) and \( \text{sign}(\vec{z}) = -1 \), then \( 1 + \text{sign}(\vec{z})\sqrt{3} - 6q = 0 \) and the last formula does not determine \( \vec{z}_* \). In this case we can take \( \vec{z}_* = a \cdot \triangle \).

Proof. For every \( k \in \{1, 2, 3\} \), write the complex number \( z_k \) as \( x_k + iy_k \) for some real number \( x_k, y_k \). Since the affine and isometric deviations of the triangle \( \vec{z} \) from \( \triangle \) are invariant under isometric moves of the triangle \( \vec{z} \), we can assume that \( z_1 = 0 \) and \( z_2 \) is a non-negative real number. So, \( z_2 = x_2 \geq 0 \). Let \( \beta \) be the angle of the triangle \( \vec{z} \) at the vertex \( z_1 \) (which is opposite to the side \( |z_2 - z_3| = b \)). It follows that \( x_1 = y_1 = z_1 = 0 \), \( x_2 = z_2 = |z_2 - z_1| = a \), \( x_3 = |z_3 - z_1| \), \( \cos \beta = c \) \( \cos \beta \) and \( y_3 = \text{sign}(\vec{z})c \) \( \sin \beta \). It will be convenient to denote the number \( \text{sign}(\vec{z}) \in \{-1, 0, 1\} \) by \( \pm \) and \( - \text{sign}(\vec{z}) \) by \( \mp \). Then \( y_3 = \pm c \) \( \sin \beta \).

By the cosine theorem, \( \cos \beta = \frac{a^2 + c^2 - b^2}{2ac} \). Then
\[
\sin \beta = \sqrt{1 - \cos^2 \beta} = \sqrt{1 - \left( \frac{a^2 + c^2 - b^2}{2ac} \right)^2} = \frac{(a^2 + b^2 + c^2)\sqrt{1 - 2q}}{2ac} = \frac{u^2 \sqrt{3} - 6q}{2ac}.
\]

Let \( z_0 = \frac{1}{3}(z_1 + z_2 + z_3) = \frac{x_1 + x_2 + x_3 + yi}{3} \) be the center of the triangle \( \vec{z} \). Then \( z - z_0 = ( - \frac{2x_2 + x_3 - y_3}{3} i, \frac{2x_2 - x_3}{3} - \frac{y_3}{3} i, \frac{2x_2 - x_3}{3} + \frac{y_3}{3} i) \). In the proof of Lemma 2 we have derived the formula \( \langle z - z_0 | \triangle \rangle = \frac{x_2^2 + 2x_2x_3 + \sqrt{3}x_2y_3 + y_3^2}{2\sqrt{3}} + \frac{x_3^2 - 2x_2 + y_3^2}{2\sqrt{3}} \cdot i \). Then
\[
\begin{align*}
\langle z - z_0 | \triangle \rangle \cdot (\vec{z} - z_0) &= \left( \frac{x_2^2 + x_3^2 + 2x_2x_3 + 2\sqrt{3}x_2y_3 + y_3^2}{6\sqrt{3}} + \frac{x_3^2 - 2x_2 + y_3^2}{6} \right) \\
&= \left( \frac{a^2 + c^2 + 2ac \cos \beta \pm 2\sqrt{3}ac \sin \beta}{6\sqrt{3}} \right) + \frac{c^2 - a^2}{6} \cdot i,
\end{align*}
\]
\[
\begin{align*}
\langle z - z_0 | \triangle \rangle \cdot (\vec{z} - z_0) &= \left( \frac{x_2^2 - 2x_2^2 - x_2x_3 - \sqrt{3}x_2y_3 + y_3^2}{6\sqrt{3}} + \frac{2x_2^2 + x_3^2 - 3x_2x_3 + \sqrt{3}x_2y_3 + y_3^2}{6} \right) \\
&= \left( \frac{a^2 + c^2 - 2ac \cos \beta \mp \sqrt{3}ac \sin \beta}{6\sqrt{3}} \right) + \frac{2a^2 + c^2 - 3ac \cos \beta \pm \sqrt{3}ac \sin \beta}{6} \cdot i,
\end{align*}
\]
Applying Proposition 7 and Lemmas 1, 3, we conclude that $d(\mathbb{C}^*\bar{z}+C, \triangle) = d(\bar{z}_*, \triangle)$ and $d(\mathbb{T}\bar{z}+C, \triangle) = d(\bar{z}_*, \triangle)$, where $\bar{z}_* = \frac{(z_0^{(x)}, z_0^{(y)}, z_0^{(z)})}{\|(z_0^{(x)}, z_0^{(y)}, z_0^{(z)})\|}$ and $\bar{z}_* = \frac{(z_{\mathbb{C}}^{(x)}, z_{\mathbb{C}}^{(y)}, z_{\mathbb{C}}^{(z)})}{\|(z_{\mathbb{C}}^{(x)}, z_{\mathbb{C}}^{(y)}, z_{\mathbb{C}}^{(z)})\|}$. If $a = b = c$ and $\text{sign}(\bar{z}) = -1$, then $1 + \text{sign}(\bar{z})\sqrt{3 - 6q} = 0$ and the last formula does not determine $z_*$. In this case Theorem 2 allows us to take for $z_*$ any triangle $t(\bar{z} - z_0)$ where $t \in \mathbb{T}$. So, we can choose $t \in \mathbb{T}$ such that $z_* = t(\bar{z} - z_0) = a \cdot \Delta$. \qed
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